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UNIT 1 INTRODUCTION 7

Computer System - Elements and organization; Operating System Overview -
Objectives and Functions - Evolution of Operating System; Operating System
Structures - Operating System Services - User
Operating System Interface - System Calls - System Programs - Design and
Implementation-Structuring methods.
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Operating System is a program that acts as an interface between a user of a computer and the
computer hardware. Eg. Windows (Microsoft), i0S (Apple), Android (Google), Linux/Ubuntu (open
source)

Goals of Operating System:

¢ Execute user programs and make solving the user problems easier
% Make the computer system convenient to use
¢ Use the computer hardware in an efficient manner

1. COMPUTER SYSTEM

A computer system can be divided roughly into four components: the hardware, the
operating system, the application programs, and a user
Hardware: The Central Processing Unit (CPU), the Memory, and the Input/output (I/0) devices
provides the basic computing resources for the system.
Application Programs: Such as word processors, spreadsheets, compilers, and web browsers
define the ways in which these resources are used to solve users’ computing problems.
Operating System: Controls the hardware and coordinates its use among the various application
programs for the various users.
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Figure : Computer System

The operating system provides the means for proper use of these resources in the operation of
the computer system.
Operating Systems from two viewpoints:

e User View
e System View

) User View

The user’s view of the computer varies according to the interface being used. Many
computer users sit with a laptop or in front of a PC consisting of a monitor, keyboard, and mouse.
Such a system is designed for one user to control its resources. For this, the operating system is
designed mostly for ease of use, performance and security and not to resource utilization.

Many users interact with mobile devices such as smartphones and tablets. These devices
are connected to networks through cellular or other wireless technologies. The user interface for
mobile computers generally features a touch screen, where the user interacts with the system by
pressing and swiping fingers across the screen rather than using a physical keyboard and mouse.
Many mobile devices also allow users to interact through a voice recognition interface, such as
Apple’s Siri.

. System View

From the computer’s point of view, the operating system is the program most intimately
involved with the hardware. It is a resource allocator. A computer system has many resources
that may be required to solve a problem: CPU time, memory space, storage space, I/0 devices, and
so on. The operating system acts as the manager of these resources. The operating system must
decide how to allocate the resources to specific programs and users so that it can operate the
computer system efficiently and fairly.
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Components of Operating System

Shell :

% Environment that gives a user an interface to access the
operating system'’s services.

0.0

Launch Applications

X4

User Mode

*,

Kernel :

R

¢ Keep track of the hardware and computer’s operations.

Hardware

R

+» Kernel Mode

Examples of Operating System

Linux OS Android OS Ubuntu OS Chrome OS
MS Windows Mac OS Fedora OS Apple IOS
3
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2. COMPUTER SYSTEM - ELEMENTS AND ORGANIZATION
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A computer system consists of CPU and a number of device controllers connected through
a common bus that provides access between components and shared memory. Each device
controller is in charge of a specific type of device, more than one device may be attached. For
example, one system USB port can connect to a USB hub, to which several devices can be
connected. A device controller maintains some local buffer storage and a set of special purpose
registers. The device controller is responsible for moving the data between the peripheral devices
that it controls and its local buffer storage.

Operating systems have a device driver for each device controller. This device driver
understands the device controller and provides the rest of the operating system with a uniform
interface to the device. The CPU and the device controllers can execute in parallel.

Three key aspects of the system are

s Interrupts
% Storage Structure
% 1/0 Structure

< Interrupts

Hardware may trigger an interrupt by sending a signal to the CPU. Software may trigger an
interrupt by executing a special operation called a system call. When the CPU is interrupted, it
stops what it is doing and immediately transfers execution to a fixed location. The fixed location
usually contains the starting address where the service routine for the interrupt is located. The
interrupt service routine executes; on completion, the CPU resumes the interrupted computation.
A time line of this operation is shown below
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The interrupt routine is called indirectly through the table, The table holds the addresses
of the interrupt service routines for the various devices. This array, or interrupt vector, of
addresses is then indexed by a unique device number, given with the interrupt request, to provide
the address of the interrupt service routine for the interrupting device.

The interrupt architecture must also save the address of the interrupted instruction. After
the interrupt is serviced, the saved return address is loaded into the program counter, and the
interrupted computation resumes as though the interrupt had not occurred. The device controller
raises an interrupt by asserting a signal on the interrupt requestline, the CPU catches the interrupt
and dispatches it to the interrupt handler, and the handler clears the interrupt by servicing the
device.

1 CPU
1/0 Controller

— Device Driver Initiates I/O \2
Initiates 1/0

¥
CPU executing checks for

Interrupts between Instructions 3
. Input Ready, Output
CPU receiving Interrupt, 4 Complete or Error
Transfers con::irlol‘[nterrupt generates Interrupt
Ha“l £l Signal
5

Interrupt Handler processes
data, Return from Interrupt

| 6
CPU resumes processing of
Interrupted Task

Most CPUs have two interrupt request lines. One is the nonmaskable interrupt, which is
reserved for events such as unrecoverable memory errors. The second interrupt line is maskable:
it can be turned off by the CPU before the execution of critical instruction sequences that must not
be interrupted. The maskable interrupt is used by device controllers to request service.

/7

> Storage Structure

e KB:1024 Bytes

e MB:1024 2 Bytes

e GB:1024 3 Bytes (1 Million Bytes )
e TB:1024 4 Bytes (1 Billion Bytes )
e PB:1024 > Bytes
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The CPU load the instructions from memory. General-purpose computers run most of their
programs from rewritable memory, called main memory (RAM).

The first program to run on computer to power ON is a bootstrap program, which then
loads the operating system. Since RAM is volatile, loses its content when power is turned off or
otherwise lost. So the bootstrap program cannot be stored in RAM. So the computer uses
electrically erasable programmable read-only memory (EEPROM) and other forms of firmware,
storage that is infrequently written to and is nonvolatile. EEPROM can be changed but cannot be
changed frequently. In addition, it is low speed, and so it contains mostly static programs and data
that aren’t frequently used. For example, the iPhone uses EEPROM to store serial numbers and
hardware information about the device.

All forms of memory provide an array of bytes. Each byte has its own address. Interaction
is achieved through a sequence of load or store instructions to specific memory addresses. The
load instruction moves a byte or word from main memory to an internal register within the CPU,
whereas the store instruction moves the content of a register to main memory.

The CPU automatically loads instructions from main memory for execution from the
location stored in the program counter. First fetches an instruction from memory and stores that
instruction in the instruction register. The instruction is then decoded and may cause operands
to be fetched from memory and stored in some internal register. After the instruction on the
operands has been executed, the result may be stored back in memory.

The programs and data must be in main memory permanently. This arrangement is not
possible on most systems for two reasons:

¢ Main memory is usually too small to store all needed programs and data permanently.
¢ Main memory, is volatile, it loses its contents when power is turned off or otherwise lost.

Most computer systems provide secondary storage as an extension of main memory. The
main requirement for secondary storage is that it be able to hold large quantities of data
permanently. The most common secondary-storage devices are hard-disk drives (HDDs) and
nonvolatile memory (NVM) devices, which provide storage for both programs and data. Most
programs are stored in secondary storage until they are loaded into memory.

Secondary storage is also much slower than main memory. Other possible components
include cache memory, CD-ROM, magnetic tapes, and so on. Those that are slow enough and large
enough that they are used only for special purposes, to store backup copies of material stored on
other devices, are called tertiary storage.

The wide variety of storage systems can be organized in a hierarchy according to storage
capacity and access time.

Smaller and faster memory closer to the CPU. Various storage systems are either volatile
or nonvolatile. Volatile storage, loses its contents when the power to the device is removed, so
data must be written to nonvolatile storage for safekeeping.

The top four levels of memory are constructed using semiconductor memory, which
consists of semiconductor based electronic circuits. Non Volatile Memory devices, at the fourth
level, are faster than hard disks. The most common form of NVM device is flash memory, which is
popular in mobile devices such as smartphones and tablets. Increasingly, flash memory is being
used for long term storage on laptops, desktops, and servers as well.
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Volatile storage will be referred to simply as memory. Nonvolatile storage retains its contents
when power is lost. This type of storage can be classified into two distinct types:

e Mechanical : Storage systems are HDDs, optical disks, holographic storage, and magnetic

tape.
e Electrical : Storage systems are flash memory, FRAM, NRAM, and SSD.

Mechanical storage is generally larger and less expensive per byte than electrical storage.
Conversely, electrical storage is typically costly, smaller, and faster than mechanical storage.

X I/0 Structure

A large portion of operating system code is dedicated to manage [/0. General purpose
computer system consists of multiple devices, all of which exchange data via a common bus. The
form of interrupt driven [/0 is fine for moving small amounts of data, direct memory access

(DMA) is used for bulk data transfer.
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After setting up buffers, pointers, and counters for the 1/0 device, the device controller
transfers an entire block of data directly to or from the device and main memory, with no
intervention by the CPU. Only one interrupt is generated per block, to tell the device driver that
the operation has completed, rather than the one interrupt per byte generated for low speed
devices. While the device controller is performing these operations, the CPU is available to
accomplish other work.

Some high-end systems use switch rather than bus architecture. On these systems, multiple
components can talk to other components concurrently, rather than competing for cycles on a
shared bus.
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3. EVOLUTION OF OPERATING SYSTEM

CPU : The hardware that executes instructions.

Processor : A physical chip that contains one or more CPUs.

Core : The basic computation unit of the CPU.

Multicore : Including multiple computing cores on the same CPU.

Multiprocessor : Including multiple processors.

According to the number of general-purpose processors used it is divided into

>

L)

» Single Processor Systems
» Multiprocessor Systems
¢ Clustered Systems

L)

DS

>

> Single Processor Systems

Processor
I

Cache
|

Bus
1 I

Memory I/0

On a single-processor system, there is one main CPU capable of executing the instructions.
Most computer systems use a single processor containing one CPU with a single processing core.
The core is the component that executes instructions and registers for storing data locally. The
one main CPU with its core is capable of executing a general-purpose instruction set, including
instructions from processes.

X Multiprocessor Systems

Q:PU{ \I/ | {/(HZ_PU\ )

-/ \\ / Shared
'{U ) Memory
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They have more processors, each with a single-core CPU. The processors share the
computer bus and sometimes the clock, memory, and peripheral devices. The main advantages
are

e Increased throughput
e Economy of scale
e Increased reliability - graceful degradation or fault tolerance

The advantage of multiprocessor systems is increased throughput. By increasing the
number of processors, more work will be done in less time. The most common multiprocessor
systems use symmetric multiprocessing (SMP), in which each peer CPU processor performs all
tasks, including operating-system functions and user processes.

Processor1l Processor?2
CPU1 CPU2
Cache Cache

Main Memory

The Figure illustrates a typical SMP architecture with two processors, each with its own CPU. Each
CPU processor has its own set of registers, and local cache. Main Memory is shared. The benefit is
that many processes can run simultaneously N processes can run if there are N CPUs without
causing performance to deteriorate significantly. However, since the CPUs are separate, one may
be sitting idle while another is overloaded, resulting in inefficiencies. These inefficiencies can be
avoided if the processors share certain data structures. The definition of multiprocessor has
evolved over time and now includes multicore systems, in which multiple computing cores reside
on a single chip. Multicore systems can be more efficient than multiple chips with single cores.

Processorl

CPU Corel

L1 Cache

CPU Core2

L2 Cache

Main Memory

10
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In a dual-core design with two cores on the same processor chip. In this design, each core has its
own register set, as well as its own local cache, often known as a level 1, or L1, cache. Notice, too,
that a level 2 (L2) cache is local to the chip but is shared by the two processing cores.

@@@@

Individual Individual Individual Individual
Memory Memory Memory Memory
Shared Memory

Bus Interface

NUMA Multiprocessing Architecture

Adding additional CPUs to a multiprocessor system will increase computing power; and
adding too many CPUs, becomes a bottleneck and performance begins to degrade. Instead to
provide each CPU (or group of CPUs) with its own local memory that is accessed via a small, fast
local bus. The CPUs are connected by a shared system interconnect, so that all CPUs share one
physical address space. This approach known as Non-Uniform Memory Access, or NUMA

Memory g Memory
I I
Interconnect
CPU I CPU 1
! !

! = !

! !
CPU g e CPU 3
I I
Memory ; Memory 3

The advantage is that, when a CPU accesses its local memory, it is fast, and no contention
over the system interconnect. Thus, NUMA systems can scale more effectively as more processors
are added. A drawback is increased latency. For example, CPUO cannot access the local memory
of CPU3 as quickly as it can access its own local memory, slowing down performance.

Because NUMA systems can scale to accommodate a large number of processors, they are
becoming increasingly popular on servers as well as high-performance computing systems.

11
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o Clustered Systems

Computer Computer Computer

Storage Area
Network

Clustered computers share storage and are closely linked via a local-area network LAN or
a faster interconnect. Clustering is usually used to provide high availability service that is,
service that will continue even if one or more systems in the cluster fail.

A layer of cluster software runs on the cluster nodes. Each node can monitor one or more
of the others (over the network). If the monitored machine fails, the monitoring machine can take
ownership of its storage and restart the applications that were running on the failed machine.
High availability provides increased reliability, which is crucial in many applications. The ability
to continue providing service proportional to the level of surviving hardware is called graceful
degradation. Some systems go beyond graceful degradation and are called fault tolerant,
because they can suffer a failure of any single component and still continue operation. Fault
tolerance requires a mechanism to allow the failure to be detected, diagnosed, and, if possible,
corrected.

Clustering can be structured asymmetrically or symmetrically.
In Asymmetric Clustering, one machine is in hot standby mode while the other is running the

applications. The hot standby host machine does nothing but monitor the active server. If that
server fails, the hot standby host becomes the active server.

) — )
Master CPU 1
|~ — P1
- N 7 N 7 ~ —
Slave 1 Slave 2 Slave 3 CPU 2 > P2
\. J J J e ——
's 1 ~N [ 1 N [ 1 ™ — P3
P1 P2 P3 CPU3
\. J J J | S —

Asymmetric Clustering Symmetric Clustering

In symmetric clustering, two or more hosts are running applications and are monitoring each
other. This structure is obviously more efficient, as it uses all of the available hardware.

12
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4. OPERATING SYSTEM OPERATIONS

% Multiprogramming and Multitasking

®,

¢ Dual-Mode and Multimode Operation

0,

* Timer
<> Multiprogramming

Multiprogramming increases CPU utilization, so that the CPU always has one to execute.
In a multiprogrammed system, a program in execution is termed as process.

Max Operating System
Process 1
Process 2
0 Process 3

Memory Layout of a Multiprogramming System

The operating system picks and begins to execute one of these processes. Eventually, the
process may have to wait for some task, such as an I/0O operation, to complete. In a non-
multiprogrammed System, the CPU would sit idle. In a multiprogrammed system, the operating
system simply switches to, and executes, another process. When that process needs to wait, the
CPU switches to another process, and so on. Eventually, the first process finishes waiting and gets
the CPU back. As long as at least one process needs to execute, the CPU is never idle.

R/

> Multitasking

CPU switches jobs so frequently that users can interact with each job while it is running,
creating interactive computing

o Response time should be < 1 second

o Each user has at least one program executing in memory

e Ifseveral jobs ready to run at the same time [ CPU scheduling]

e Ifprocesses don’t fit in memory, swapping moves them in and out to run
¢ Virtual memory allows execution of processes not completely in memory

X Dual-Mode and Multimode Operation

The following are the modes
13
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o User Mode:

Operating system running a user application such as handling a text editor. The transition
from user mode to kernel mode occurs when the application requests the help of operating system
or an interrupt or a system call occurs. The mode bit is set to 1 in the user mode. It is changed from
1 to 0 when switching from user mode to kernel mode.

o Kernel Mode

The system starts in kernel mode when it boots and after the operating system is loaded,
it executes applications in user mode. There are some privileged instructions that can only be
executed in kernel mode. These are interrupt instructions, input output management etc. If the
privileged instructions are executed in user mode, it is illegal and a trap is generated. The mode
bit is set to 0 in the kernel mode. It is changed from 0 to 1 when switching from kernel mode to
user mode.

The concept of modes of operation in operating system can be extended beyond the dual
mode. Known as the multimode system. In those cases more than 1 bit is used by the CPU to set
and handle the mode.

<> Timer

A user program cannot get stuck in an infinite loop or to fail to call system services and
never return control to the operating system. A timer is used to accomplish this goal. A timer can
be set to interrupt the computer after a specified period. A variable timer is generally
implemented by a fixed-rate clock and a counter. The operating system sets the counter. Every
time the clock ticks, the counter is decremented. When the counter reaches 0, an interrupt occurs.

5. OPERATING SYSTEM SERVICES

Furthermore, the operating system, in one form or another, provides certain services to the
computer system.

e

*

User Interface

Program Execution

[/0 Operations

File System Manipulation
Communications

e

*

e

*

e

*

e

*

e

AS

Error Detection

e

AS

Resource Allocation
Accounting
Protection and Security

e

AS

e

AS

14
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Execution | | Operation System cation Allocation

Error Protection &
Detection Services Security

Operating System

Hardware

Rl

<> User Interface
Almost all operating systems have a user interface (UI). Two types of User Interface are
Command Based Interface and Graphical User Interface

Command Based Interface

Requires a user to enter the commands to perform different tasks like creating, opening,
editing or deleting a file, etc. The user has to remember the names of all such programs or specific
commands which the operating system supports. The primary input device used by the user
for command based interface is the keyboard. Command-based interface is often less interactive
and usually allows a user to run a single program at a time. Examples of operating systems with
command-based interfaces include MS-DOS and Unix.

Command Based Interface Graphical User Interface

Graphical User Interface (GUI)

The interface is a window system with a mouse that serves as a pointing device to direct
[/0, choose from menus, and make selections and a keyboard to enter text. Mobile systems such
as phones and tablets provide a touch-screen interface, enabling users to slide their fingers
across the screen or press buttons on the screen to select choices.

15
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<> Program Execution:

The OS is in charge of running all types of programs, whether they are user or system
programs. The operating system makes use of a variety of resources to ensure that all types of
functions perform smoothly.

Source .

X2 Input/Output Operations:

The operating system is in charge of handling various types of inputs, such as those from
the keyboard, mouse, and desktop. Regarding all types of inputs and outputs, the operating system
handles all interfaces in the most appropriate manner.

Keyboard [ CPU — Monitor
Mouse [ miommaion 1 Printer
Input | Data — Speaker
Input  [— Memory — Output

For instance, the nature of all types of peripheral devices, such as mice or keyboards, differs, and
the operating system is responsible for transferring data between them.

R/

> File System Manipulation:

The OS is in charge of deciding where data or files should be stored, such as on a floppy
disk, hard disk, or pen drive. The operating system determines how data should be stored and
handled.

o Communications :

There are many circumstances in which one process needs to exchange information with
another process. Such communication may occur between processes that are executing on the
same computer or between processes that are executing on different computer systems tied
together by a network. Communications may be implemented via shared memory, in which two
or more processes read and write to a shared section of memory, or message passing, in which
packets of information in predefined formats are moved between processes by the operating
system.

16
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< Error Detection:

The operating system needs to be detecting and correcting errors constantly. Errors may
occur in the CPU and memory hardware (such as a memory error or a power failure), in I/0
devices (such as a parity error on disk, a connection failure on a network, or lack of paper in the
printer), and in the user program (such as an arithmetic overflow or an attempt to access an illegal
memory location). For each type of error, the operating system should take the appropriate action
to ensure correct and consistent computing. Sometimes, it has no choice but to halt the system. At
other times, it might terminate an error-causing process or return an error code to a process for
the process to detect and possibly correct.

®,

D Resource Allocation:

The operating system guarantees that all available resources are properly utilized by
determining which resource should be used by whom and for how long. The operating system
makes all of the choices.

7

> Accounting:

The operating system keeps track of all the functions that are active in the computer system
at any one time. The operating system keeps track of all the facts, including the types of mistakes
that happened.

R/

<> Protection and Security :

The operating system is in charge of making the most secure use of all the data and
resources available on the machine. Any attempt by an external resource to obstruct data or
information must be foiled by the operating system.

6. USER AND OPERATING SYSTEM INTERFACE

There are different types of user interfaces each of which provides a different functionality:

Command Based Interface
Graphical User Interface
Touch Based Interface
Voice Based Interface
Gesture Based Interface

R/ R/ R/ R/
BRI X R X 4

e

*

DX Command Based Interface

Command based interface requires a user to enter the commands to perform different
tasks like creating, opening, editing or deleting a file, etc. The user has to remember the names of
all such programs or specific commands which the operating system supports. The primary input

17
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device used by the user for command based interface is the keyboard. Command-based interface
is often less interactive and usually allows a user to run a single program at a time. Examples of
operating systems with command-based interfaces include MS-DOS and Unix.

Command Based Interface Graphical User Interface

> Graphical User Interface

Users run programs or give instructions to the computer in the form of icons, menus and
other visual options. Icons usually represent files and programs stored on the computer and
windows represent running programs that the user has launched through the operating system.
The input devices used to interact with the GUI commonly include the mouse and the keyboard.
Examples of operating systems with GUI interfaces include Microsoft Windows, Ubuntu, Fedora
and Macintosh, among others.

7

<> Touch Based Interface

Today smartphones, tablets, and PCs allow users to interact with the system simply using
the touch input. Using the touchscreen, a user provides inputs to the operating system, which are
interpreted by the OS as commands like opening an app, closing an app, dialing a number, scrolling
across apps, etc.
Examples of popular operating systems with touch-based interfacesare Android and iOS.
Windows 8.1 and 10 also support touch-based interfaces on touchscreen devices.

Touch Based Interface Voice Based Interface

e

X3 Voice Based Interface

Modern computers have been designed to address the needs of all types of users including
people with special needs and people who want to interact with computers or smartphones while

18
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doing some other task. For users who cannot use input devices like the mouse, keyboard, and
touchscreens, modern operating systems provide other means of human-computer interaction.
Users today can use voice-based commands to make a computer work in the desired way. Some
operating systems which provide voice-based control to users include iOS (Siri), Android (Google
Now or “OK Google”), Microsoft Windows 10 (Cortana), and so on.

®,

< Gesture Based Interface

Some smartphones based on Android and iOS as well as laptops let users interact with the
devices using gestures like waving, tilting, eye motion, and shaking. This technology is evolving
faster and it has promising potential for application in gaming, medicine, and other areas.

7. SYSTEM CALLS

A system call is a mechanism that provides the interface between a process and the
operating system. It is a programmatic method in which a computer program requests a service
from the kernel of the OS. System call offers the services of the operating system to the user
programs via API (Application Programming Interface). System calls are the only entry points for

the kernel system.

Working of System Call
User Mode Mode Bit=1
User Process | | Gets System Return from
Executing Call \ / System Call
Trap Mode Bit=0 \ / Trap Mode Bit = 1
Execute
System Call
Kernel Mode Mode Bit=0

19
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Step 1) The processes executed in the user mode till the time a system call interrupts it.
Step 2) After that, the system call is executed in the kernel-mode on a priority basis.
Step 3) Once system call execution is over, control returns to the user mode.,

Step 4) The execution of user processes resumed in Kernel mode.

Need of System Call

e Reading and writing from files demand system calls.

o Ifafile system wants to create or delete files, system calls are required.

e System calls are used for the creation and management of new processes.
e Network connections need system calls for sending and receiving packets.
e Access to hardware devices like scanner, printer, need a system call.

Example of how system calls are used.

For Example
Writing a simple program to read data from one file and copy them to another file.

The first input that the program will need is the names of the two files: the input file and
the output file. These names can be specified in many ways, depending on the operating-system
design.

One approach is to pass the names of the two files as part of the command
For example, the UNIX cp command:

Cp in.txt out.txt
This command copies the input file in.txt to the output file out.txt.

A second approach is for the program to ask the user for the names.

In an interactive system, this approach will require a sequence of system calls, first to write
a prompting message on the screen and then to read from the keyboard the characters that define
the two files. On mouse-based and icon-based systems, a menu of file names is usually displayed
in a window. The user can then use the mouse to select the source name, and a window can be
opened for the destination name to be specified. This sequence requires many I/0 system calls.
Once the two file names have been obtained, the program must open the input file and create and
open the output file. Each of these operations requires another system call. Possible error
conditions for each system call must be handled. For example, when the program tries to open the
input file, it may find that there is no file of that name or that the file is protected against access.

In these cases, the program should output an error message (another sequence of system
calls) and then terminate abnormally (another system call). If the input file exists, then we must
create a new output file. We may find that there is already an output file with the same name. This
situation may cause the program to abort (a system call), or we may delete the existing file
(another system call) and create a new one (yet another system call). Another option, in an
interactive system, is to ask the user (via a sequence of system calls to output the prompting
message and to read the response from the terminal) whether to replace the existing file or to
abort the program.
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Destination

When both files are set up, we enter a loop that reads from the input file (a system call) and
writes to the output file (another system call). Each read and write must return status information
regarding various possible error conditions. On input, the program may find that the end of the
file has been reached or that there was a hardware failure in the read (such as a parity error). The
write operation may encounter various errors, depending on the output device (for example, no

more available disk space).

Finally, after the entire file is copied, the program may close both files (two system calls),
write a message to the console or window (more system calls), and finally terminate normally (the

final system call).

ﬂxample System-Call Sequencﬁ

Acquire input file name
Write prompt to screen
Accept input

Acquire output file name
Write prompt to screen
Accept input

Open the input file
if file doesn't exist, abort

Create output file
if file exists, abort

Loop
Read from input file
Write to output file

Until read fails

Close output file

Write completion message to screen

Terminate normally

Passing of Parameters as a table

X : Parameters
for call

File

Load address X

System Call 13 —

User
Program

X —
Register
Use Parameters | Code for

from Table X System

Call 13

Operating
System
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Rules for passing Parameters for System Call
Here are general common rules for passing parameters to the System Call:
e Parameters should be pushed on or popped off the stack by the operating system.
e Parameters can be passed in registers. For five or fewer parameters, registers are used.
e More than five parameters, the block method is used. The parameters are generally stored
in a block, or table, in memory, and the address of the block is passed as a parameter in a
register

Types of System calls

Here are the five types of System Calls in OS:

¢

Process Control

File Management

Device Management
Information Maintenance
Communications

7

8

X3

8

X3

8

X3

8

X3

S

Process Control

This system calls perform the task of process creation, process termination, etc.
Functions:

e End and Abort

e Load and Execute

e Create Process and Terminate Process

e Wait and Signal Event

o Allocate and free memory

File Management

File management system calls handle file manipulation jobs like creating a file, reading, and
writing, etc.

Functions:
o C(Createafile
o Delete file
e Open and close file
e Read, write, and reposition
e Get and set file attributes

Device Management

Device management does the job of device manipulation like reading from device buffers, writing
into device buffers, etc.
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Functions:
e Request and release device
e Logically attach/ detach devices
e Getand Set device attributes

Information Maintenance

It handles information and its transfer between the OS and the user program.
Functions:

e Getor set time and date

e Getprocess and device attributes

Communication:
These types of system calls are specially used for interprocess communications.
Functions:

e C(Create, delete communications connections

e Send, receive message

o Help OS to transfer status information

e Attach or detach remote devices

Important System Calls Used in OS

wait()

A process needs to wait for another process to complete its execution. This occurs when a
parent process creates a child process, and the execution of the parent process remains suspended
until its child process executes. The suspension of the parent process automatically occurs with a
wait() system call. When the child process ends execution, the control moves back to the parent
process.
fork()

Processes use this system call to create processes that are a copy of themselves. With the
help of this system Call parent process creates a child process, and the execution of the parent
process will be suspended till the child process executes.
exec()

This system call runs when an executable file in the context of an already running process
that replaces the older executable file. However, the original process identifier remains as a new
process is not built, but stack, data, head, data, etc. are replaced by the new process.
kill():

The kill() system call is used by OS to send a termination signal to a process that urges the
process to exit. However, a kill system call does not necessarily mean Kkilling the process and can
have various meanings.
exit():

The exit() system call is used to terminate program execution. Specially in the multi-
threaded environment, this call defines that the thread execution is complete. The OS reclaims
resources that were used by the process after the use of exit() system call.
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8. SYSTEM PROGRAMS

System programs provide a convenient environment for program development and execution. It
can be divided into:

File manipulation

Status information

File modification

Programming language support
Program loading and execution
Communications

Application programs

X/ X/ X/ X/ X/ X/
L X X I X IR X X I X4

X/
X4

L)

> File management.

These programs create, delete, copy, rename, print, list, and generally access and
manipulate files and directories.
<> Status information.

Some programs simply ask the system for the date, time, amount of available memory or
disk space, number of users, or similar status information. Others are more complex, providing
detailed performance, logging, and debugging information. Typically, these programs format and
print the output to the terminal or other output devices or files or display it in a window of the
GUI Some systems also support a registry, which is used to store and retrieve configuration
information.

> File modification: .

Several text editors may be available to create and modify the content of files stored on
disk or other storage devices. There may also be special commands to search contents of files or
perform transformations of the text.
> Programming-language support:

Compilers, assemblers, debuggers, and interpreters for common programming languages
(such as C, C++, ]Java, and Python) are often provided with the operating system or available
as a separate download.

> Program loading and execution:

Once a program is assembled or compiled, it must be loaded into memory to be executed.
The system may provide absolute loaders, relocatable loaders, linkage editors, and overlay
loaders. Debugging systems for either higher-level languages or machine language are needed as
well.

> Communications:
These programs provide the mechanism for creating virtual connections among processes,
users, and computer systems. They allow users to send messages to one another’s screens, to
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browse web pages, to send e-mail messages, to log in remotely, or to transfer files from one
machine to another.

<> Background services:

All general-purpose systems have methods for launching certain system-program
processes at boot time. Some of these processes terminate after completing their tasks, while
others continue to run until the system is halted. Constantly running system-program processes
are known as services, subsystems, or daemons

9. OPERATING SYSTEM DESIGN AND IMPLEMENTATION

DESIGN GOALS

The first problem in designing a system is to define goals and specifications. At the highest
level, the design of the system will be affected by the choice of hardware and the type of system:
traditional desktop/laptop, mobile, distributed, or real time. Beyond this highest design level, the
requirements may be much harder to specify.

The requirements can, however, be divided into two basic groups:

User goals and system goals.

s User goals
Convenience and efficiency, Easy to learn, Reliable, Safe and Fast

% System goals
Easy to design, implement, and maintain , Flexible, reliable, error-free, and efficient

Mechanisms and Policies

Mechanisms determine how to do something; policies determine what will be done.
For example, the timer construct is a mechanism for ensuring CPU protection, but deciding how
long the timer is to be set for a particular user is a policy decision.

» Early OS in assembly language, Now C, C++
» Using emulators of the target hardware, particularly if the real hardware is
unavailable ( e.g. notbuiltyet ), or nota suitable platform for development, ( e.g. smart
phones, game consoles, or other similar devices. )
* Android
Library : C, C++
Application Frameworks : JAVA
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10. OPERATING SYSTEM STRUCTURE

Operating system can be implemented with the help of various structures. The structure of the
OS depends mainly on how the various common components of the operating system are
interconnected and melded into the kernel.

Depending on this we have following structures of the operating system:

Monolithic Structure
Layered Approach
Microkernels
Modules
Hybrid Systems
= macOS and iOS
=  Android

X/ X/ X/ X/
LR X X X g

X/
X4

L)

XS Monolithic structure:

Such operating systems do not have well defined structure and are small, simple and limited
systems. The interfaces and levels of functionality are not well separated. MS-DOS is an example
of such operating system. In MS-DOS application programs are able to access the basic I/0
routines. These types of operating system cause the entire system to crash if one of the user
programs fails. Diagram of the structure of MS-DOS is shown below.

Application Program

i !

Resident System
Program

I

MS DOS Device

Drivers
¥

ROM BIOS Device Drivers

An example of such limited structuring is the original UNIX operating system, which
consists of two separable parts: the kernel and the system programs. The kernel is further
separated into a series of interfaces and device drivers, which have been added and expanded
over the years as UNIX has evolved. Everything below the system-call interface and above the
physical hardware is the kernel. The kernel provides the file system, CPU scheduling, memory
management, and other operating system functions through system calls. Taken in sum, thatis an
enormous amount of functionality to be combined into one single address space. UNIX Structure
is shown below
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Users

Shells and Commands
Compilers and Interpreters
System Libraries

System Call Interface to the Kernel

Memory

Signals handling File Management Management

Kernel Interface to Hardware

Terminal

Device Controllers | Memory Controllers
Controllers

The Linux operating system is based on UNIX shown in the figure below. Applications typically
use the glibc standard C library when communicating with the system call interface to the kernel.
The Linux kernel is monolithic in that it runs entirely in kernel mode in a single address space, it
does have a modular design that allows the kernel to be modified during run time.

Applications

Library
| !

System Call Interface

| l

File Systems CPU Scheduler

Networks Memory Manager

Block Devices Character Devices

Device Drivers

Hardware

7

> Layered Approach

An OS can be broken into pieces and retain much more control on system. In this
structure the OS is broken into number of layers (levels). The bottom layer (layer 0) is the
hardware and the topmost layer (layer N) is the user interface. These layers are so designed that
each layer uses the functions of the lower level layers only. This simplifies the debugging process
as if lower level layers are debugged and an error occurs during debugging then the error must
be on that layer only as the lower level layers have already been debugged. The main
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disadvantage of this structure is that at each layer, the data needs to be modified and passed on
which adds overhead to the system. Moreover careful planning of the layers is necessary as a
layer can use only lower level layers. UNIX is an example of this structure.

Layer N
User Interface

Layer 0
Hardware

D Micro-kernel:

This structure designs the operating system by removing all non-essential components
from the kernel and implementing them as system and user programs. This result in a smaller
kernel called the micro-kernel.

Application . Device User
Program File System Driver Mode

A A
Messages : i Messages

Kernel
Mode

CPU
Scheduling

Memory
Management

Interprocess
Communication

Microkernel

Hardware

Advantages of this structure are that all new services need to be added to user space and
does not require the kernel to be modified. Thus it is more secure and reliable as if a service fails
then rest of the operating system remains untouched. Mac OS is an example of this type of OS.
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<> Modular structure or approach:

The best approach for an OS. It involves designing of a modular kernel. The kernel has
only set of core components and other services are added as dynamically loadable modules to
the kernel either during run time or boot time. It resembles layered structure due to the fact
that each kernel has defined and protected interfaces but it is more flexible than the layered
structure as a module can call any other module. For example Solaris OS is organized as shown
in the figure.

Scheduling
Classes

Device and
Bus

Drivers

Core
Solaris
Kernel

Loadable
System

Calls

Miscellaneous
Modules

STREAMS
Modules

Executable
Formats

R/

<> Hybrid Systems

The Apple macOS operating system and the two mobile operating systems—iOS and Android.
macOS and iOS

Apple’s macOS operating system is designed to run primarily on desktop and laptop
computer systems, whereas iOS is a mobile operating system designed for the iPhone smartphone
and iPad tablet computer. Highlights of the various layers include the following:

e User experience layer. This layer defines the software interface that allows users to
interact with the computing devices. macOS uses the Aqua user interface, which is
designed for a mouse or trackpad, whereas i0S uses the Springboard user interface, which
is designed for touch devices.

e Application frameworks layer. This layer includes the Cocoa and Cocoa Touch
frameworks, which provide an API for the Objective-C and Swift programming languages.
The primary difference between Cocoa and Cocoa Touch is that the former is used for
developing macOS applications, and the latter by iOS to provide support for hardware
features unique to mobile devices, such as touch screens.
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e Core frameworks. This layer defines frameworks that support graphics and media
including, Quicktime and OpenGL.

e Kernel environment. This environment, also known as Darwin, includes the Mach
microkernel and the BSD UNIX kernel.

Applications

|

User Experience

Application
Frameworks

Core Frameworks

Kernel Environment

Applications can be designed to take advantage of user-experience features or to bypass them and
interact directly with either the application framework or the core framework. Additionally, an
application can forego frameworks entirely and communicate directly with the kernel
environment.

Some significant distinctions between macOS and iOS include the following:

e Because macOS is intended for desktop and laptop computer systems, it is compiled to run on
Intel architectures. iOS is designed for mobile devices and thus is compiled for ARM-based
architectures. Similarly, the iOS kernel has been modified somewhat to address specific
features and needs of mobile systems, such as power management and aggressive memory
management. Additionally, i0S has more stringent security settings than macOS.

e The iOS operating system is generally much more restricted to developers than macOS and
may even be closed to developers. For example, iOS restricts access to POSIX and BSD APIs on
i0S, whereas they are openly available to developers on macOS.

Darwin OS

Darwin OS is a layered system that consists primarily of the Mach microkernel and the
BSD UNIX kernel. Darwin’s structure is shown below

Darwin provides two system-call interfaces: Mach system calls (known as traps) and BSD
system calls (which provide POSIX functionality). The interface to these system calls is a rich set
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of libraries that includes not only the standard Clibrary but also libraries that provide networking,
security, and programming language support.

Applications

! 1!

Library Interface

1 ]
Mach BSD (POSIX)
Traps System Calls

T i
Scheduling 1PC Ml\:f;;gjgt
iokit

Kkexts Mach Kernel

Beneath the system-call interface, Mach provides fundamental operating system services,
including memory management, CPU scheduling, and inter process communication (IPC) facilities
such as message passing and remote procedure calls (RPCs). Much of the functionality provided
by Mach is available through kernel abstractions, which include tasks (a Mach process), threads,
memory objects, and ports (used for IPC). As an example, an application may create a new process
using the BSD POSIX fork() system call. Mach will, in turn, use a task kernel abstraction to
represent the process in the kernel.

In addition to Mach and BSD, the kernel environment provides an /0 kit for development
of device drivers and dynamically loadable modules (which macOS refers to as kernel
extensions, or kexts).

Android

Developed for Android smartphones and tablet computers. Whereas iOS is designed to run
on Apple mobile devices and is close-sourced, Android runs on a variety of mobile platforms and
is open sourced, partly explaining its rapid rise in popularity. Android is similar to iOS in that it is
alayered stack of software that provides a rich set of frameworks supporting graphics, audio, and
hardware features. These features, in turn, provide a platform for developing mobile applications
that run on a multitude of Android-enabled devices.

Software designers for Android devices develop applications in the Java language, but they
do not generally use the standard Java API. Google has designed a separate Android API for Java
development. Java applications are compiled into a form that can execute on the Android RunTime
ART, a virtual machine designed for Android and optimized for mobile devices with limited
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memory and CPU processing capabilities. Java programs are first compiled to a Java bytecode
.class file and then translated into an executable .dex file. Whereas many Java virtual machines
perform just-in-time (JIT) compilation to improve application efficiency, ART performs ahead-of-
time (AOT) compilation

The structure of Android appears is shown below

Applications
Android
ART Frameworks
VM JNI
Native Libraries
SQLite openGL webkit
Surface SSL Media
Manager Framework
HAL
Bionic

Linux Kernel

Hardware

.dex files are compiled into native machine code when they are installed on a device, from
which they can execute on the ART. AOT compilation allows more efficient application execution
as well as reduced power consumption, features that are crucial for mobile systems.

Programs written using Java native interface JNI are generally not portable from one
hardware device to another. The set of native libraries available for Android applications includes
frameworks for developing web browsers (webkit), database support (SQLite), and network
support, such as secure sockets (SSLs). Android can run on an almost unlimited number of
hardware devices, Google has chosen to abstract the physical hardware through the hardware
abstraction layer, or HAL. By abstracting all hardware, such as the camera, GPS chip, and other
sensors, the HAL provides applications with a consistent view independent of specific hardware.
This feature, of course, allows developers to write programs that are portable across different
hardware platforms.

The standard C library used by Linux systems is the GNU C library (glibc). Google instead
developed the Bionic standard C library for Android. Not only does Bionic have a smaller memory
footprint than glibc, but it also has been designed for the slower CPUs that characterize mobile
devices. At the bottom of Android’s software stack is the Linux kernel. Google has modified the
Linux kernel used in Android in a variety of areas to support the special needs of mobile systems,
such as power management. It has also made changes in memory management and allocation.

32

Downloaded from EnggTree.com



Engglree.com
P R |

WTT

PRocegs MPANAGEMENT

D Processes

&D Process Concept

3) Process Scheduling

%) Operations on Procss

5) Tovtes—rceess Communi-
Cotion

;6) C’PU SChQC‘uLLf‘a

'#) Scheduling Criteria

8’) Scheduling algeetthm

a) MuUiple - Procssos
| L

10) Real - +me. échzdttu”(’j

') Thveads

1) Overvtiw

12) Mu[%’teacﬁna rodels

i) Threading  UsULS

|15) Process zsgnofmfﬁba““

6) The Caitical ~ Lecton
Problem.

FF) Sotrﬂwwn‘fpaﬁoﬂ

l,mduﬂ"ﬂ.
ls) Mutex lochs

30) Clagste protlems |
o—E «Sblndﬂwf‘%aﬁm'
ar) eitieat 9%"9""5‘
ad) Monrtors
83) Deadlocks
o) Sgﬁw models

35) Qeodlotts d?amac‘{lfo;
26) Methods ﬁomﬂ

8% Qendlock  Prevention |
58) feadloek  Qveidantt-

30) Recomy T:chﬁ-l

[q) Smeorz& s

Downloaded from


Ellipse

Ellipse

Rectangle

Rectangle

Rectangle

Rectangle

FreeText
1


e n e Fre Rt COT RO
E_'_) lﬁocws :
| Systems aLLowzclon m?xgr

| G'{‘j Comru{'e'r
yam Jad Com F(p.

o ke execwnted at o time. THS [x
the

Contyot DE f’h?m ad Mad adees to all

d5'1'€ﬂ78 98
To Ccontwest, cusgent - C{CLH CumFLLfE"f ,Sa_fgrmrﬂg

allow mnultiple ch@ramx to ke joaagd ks mano'y i

and exeurted mumen{—tﬁ Pro ot A a Tb,,ﬁmm
w% 22 the J,mu_-

4D execsrtion. A
mModevn  4ime - shaw:a 8 . By Switching a the 500
beAtoeen 'P'UUC"Kf/gy Ta:lma ng-hzm caon matie the

C,orf)Fw'ce"f MoRz- rFaoiuc’dva

(&) Process Conwpt :
i e e st sty § pagors
% Ratch &3&’@11 ~ jobs

¥ Tine Shaved ggswmg User Cam o (oD tashs.

We wil wie “he ferms Ja‘c’: ard Phocess obmegt
Jb{'mdmnambbd-
(_g?) ot

(BSOCF/?S_- St s a TZ&oa'm.m 4h  esecution
e )

Atﬂfaﬂ? Wy -T;quwz. @OEH*:S Sloed on digk (e,scwxfabla

ffled, Pross S 2R -

T becomes prodss when eveurtable Hile Jeaded

Jdpto ey



Rectangle

Rectangle

Ellipse

FreeText
2


?%_“mm e e “""“"'"“Eﬂgg:ﬁ‘ee.bw I'
| % Execudfon Oﬁ ?O@Tm Larted via GUT, Cormmand

Line en'tmd o tts pame , efe.
* One T)oa-mm can be /se,vzfa.f —Pxoczﬁa.

* Congides multiple U825 euw-&'r@ tte same PR
¥ In  memovy, O Proess (onsists o}, mu ttiple.  parfs -

also catled  fext ection

o@fam X

* Pso@m.m code
¥ Curvent ac!riuita mc&i&ﬂlﬂa
Prggrarn  Countey
peterS
o . L C[a«l-a
X % th:urma rium{x: mJ load . -
Hfunction poameters  gudun oddress
* Pata Cection Ctarrb.intba 6(050-0 varables .
el 0 ted
* Heap Contuining reemoyy Jdmm:mllg alloca
élum?)(j qun e

Taowess 2o Mol

Ma=

|
Stk

l

2

o s
teoat

Downloaded from EnggTr


Rectangle

Ellipse

Rectangle

FreeText
3


S SEa— EnggTree.com

We Emfhaé%a ithat a 'Fn:@mm b@ﬁtsat 1z not a

:'ﬁowﬂ;a Wﬁﬂ%%du&“

a 8l containiog a Aist o dngtwuctions stoved OO
dixt (fﬁfhm colled an exuutable %—7&), wheweas
m

o Proers s an adive en{ﬁa , awith & s

faVava Ve NN ‘ La
Counter Are&%&a dhe. pext JnéhucHen o €zt
and Q@ Lek DB aueotiofed  Spsouster.
A 'Pkaaam becomes
Caocttble ;B;u_ & Jooded ADTO poemoTy. i}
'techn?qm f)o-r Soadi gm,wmbu_ ;b;u,g ase. doab’[l-and
dicm‘na an Jwon W;&ma the  executable +hf‘
exﬁmna 4he Dame GE 4o exeudable %"U- Of’t
corarand Line  (as - Jdp prog-exe on 4.ou

¥ Process state :

AS a process executes, Bt d)ou‘au A—l—afl}; e
The Afole of o oot ds dgined b ;gjm
cuxvent ac{—‘wihd o‘b +hat -pwms Eath Peo ag
be B one of the Jollowiod stolzs ;

Neww -  The Peocess i [,azaa ceated.
?mn&a -  Tngtwuctions ave be,zba ew?-w‘f‘d 5

Waipg e Proos s ooy o
event to ot - . ;

?oada -~ <The. Pﬁocﬂﬂj& .,ww-%ma-{vbe- Mamd
40 o -r)w£we‘f-

0% Aome

Tewfooted — e Procers D25 Tpdu'cbad execufton.
4
Downloaded from EnggT

|
|
i
i


Rectangle

FreeText
4


Plagam of  Proces stale.

Tlo (o) event

Tt & Jwpovtant to Swalize thot only one Prowt
ovr at cma Shetant -

can be fupning en any e
and ;
Mana Processses Y be steady oL tng

However .
* Rocss centrot Block (per) - -
= Each ‘P;.o% By FLEFAMm‘i'ad o the of:e,m-tul’?
. O
%3{ o b@ o Pows Contol Block (pce) - also call

fags Contol block. Tt Contains mMony pleces t%
axedatid aotth a APJ.E?C. Process »

,ﬁ)%o'mﬁﬁbn ‘ h
Lﬁadu&fﬁa Huse : X Cpu- Sche.dulma .m%mr.nr%nc.l“m
3 3 Merrwa - Mo t oy .

¥ Process Ato ) i

Countes * Accoun-k:ﬂ
¥ Pﬂﬁﬂﬂ X I{O Status ,lb:%o'a'maﬁm-

kde?
¥ Y }“ﬂ * Pata  Shucture Maintaincd b'd oS "f;o'r
&very TPaocess 5 called Pep” :

Downloaded from EnggT


Ellipse

Rectangle

Ellipse

FreeText
5


Enacalreo-com
=3l | |

o g9 UL OVUTTIT

Process  contact Block - PeB

N * Each dnjovmatioD
WRoegss shale ﬂb Process :BUU‘ controlled
Frocess number ba pce, and each

Process J'.n.:ﬁm motion 48

- .__'chaamn__CaunteL__ Stored & pe8,and

. Procers ITD-
Tz@ igtexe - 55,58 Jdma:c‘z{ Pﬁ
an In calle
__roemomy_ Mfmits | Procss «i@u( PTD)
Jﬂbﬂﬁ_qzrl_bfm—

Progpare gole : The state ey be Do, Sead,
Qumnﬁia, wa.?.f?na , fatted and & OP-

T Countex : The Counter Jddlcates the address
. N = d .H‘)?&

C’B e peact footructton o be exetute ﬁo’r

‘F’,(ow?? ” E

oy ktess o The Stens Vg - number and
'IBPG- derdiﬂa o0 the C,a'nfx:fm' oorchitecture . ‘Thra

’ o L) x
dhcwde  acwmulatoss, fndex puﬁcrl‘e"&, Atock -POK:) a
ard aenual.-P &tex ., Plus cordi ’w; code
Jﬁ)ﬁob‘mc'-’c?m : Bl witn  the ’P,r.oamm c,oun’re':) -

J_rrfmU-P‘t

tote Jpdprmoiion ougt be Aoved when oo

T Covvectt
ocwrs , 1o alloyy the TProwss 1o be Confinued 5

oﬁ%nua-nd ! C-’cemPuoTa:réj S—fo-maa. devier)



Rectangle

Rectangle

FreeText
6


EnggTree.com
P9~ Scheduliog  dngonmation -
This .fr)ﬁownxxhbon Shcludes oo Process -P_q_?gw?{y, Polbters
2 10) ,schedulioa Guenss ord an((j other &dmdumﬁ Pavame 2.

oy - Verogeret, et
This .!h:Bo-am ation maa Iodude  such Ibﬁmnuﬁon as
the Value o the base and dimit Agister , e
‘P% tables, or the A@m fablzz,de,oe.rrlina on 4he
Mecocmny - Gyeter Lged By the Opesating Syctern.
Pccounting  fnpesmation : |

This _ﬁ),t,_omﬁcrn thdudes he amount DB cpu

ond Swal Hme sged , Hme JimTee, account, - be® >
job (09 Process Numbers, cud Lo O0.

g sopHOn -
TJo stats PETEID |
Thix ﬁaﬁomﬁm ancludes the st DB 2fo devices
allocated to the Tocus , a Litt o Open $ls , ond

Co ©0.
Ih bv?nf), the  Pem ,s?mPLg Cowves as the
919—‘3037{—076 bo-r a:ud Ihpermadton  that ma-a vary 5’“”

Prowss to  Process-

*(Tﬁrm::; Process model dlcussed £° -ﬁm Xt ..frrlPszJ ’f—’f)f:i; g

a Pmﬁa-,%ucanm ot Tmbﬁm'am;iﬁu
exetion. Tos eq. when o procss M 08 c{fan’s

oo word - Processor P o Agﬁfﬂ- ttnead  of mx:'::-

2t betf mwttcl.mnﬁmmdm og/?xwe. QWMLL

hoeess wrmflr 4o allow a 175066'-'5 ‘[‘O HAave mLLl'fTGP "fFrrzad)%

ot attme.
% exewfion and Ahus o pafprm more than one tAEK

7

Downloaded from EnggTree


Ellipse

Rectangle

Line

Rectangle

FreeText
7


' (B) 'PWOQ%'S Ached w)@ i EnggTree.com
| The Uﬁj&ﬁ"& C’B mut ammbhg & 1o Aave Lome
Thocoss -aunntr% at all Hmes, 4o maximize [ pu o{iubaﬁof)-)

The OBjective c’b -hm B 4o Awhteh the
that s CMT

CFU among  Processes A0 -b.mqmm‘ﬂtd
Sotesact ot each Px whlle db & qruenntog. q0
et these Uf?jecﬁv%, PROCEAS
for a /Sﬁuaw-'faocmm 4%17@, —g:;ge_ win Dever be move

: . TP dhese age MO Processes

+on One 9umm-r>8 P
il Axve to walt untul ﬂw_(,faui’z 6«%

the vest

and can be guscheduled .
. % Scheduling  Quoues
- % Schedulers

- ¥ Coptext Awitch
¥ Scheduliog Queues :
Job Quone. - gt e, all —r;wmsfo the System.
R’"""U Quetl — Set o all fooocts ﬁuidba & ain > |
Teadld and waﬂﬁrza 40 exunte- ‘
QOevice Quens - et TROCLASLE Jmfhpna fof
deviee -ijs m?@m{l anma e, VawioUA (P“W
A Common &crrwmﬁm of, Procs /sdwmuoa 5o
Qmﬁﬂ%&aaxm ’l‘wo%ﬁmo% Quuws oxe Presertt :
device- . “The

He deij Quere aod a At ojb
CRocles yetent the. Sesousces +Hak Serve

dhe  Quertes,
qn the



Rectangle

FreeText
8


executton  (ov) d&PaJrched. Once the Troces & allocated -the
Cpu and iz ewfﬁﬁa, one d, Soveral events Could oeeur.
¥ The  Process coutd Jwue an Ifo Aequest and 1hed

&. Fla,w.c{ i an JTO q)cmwa

? The Process Coutd Create a new child brocss ard wart
for the  chidE Aerrtnation.

¥ The Powss Could be semoved :Bm'cfbl:j B'mm e cpu,

oL a Susuak P il £, S ol
%mda QW' .JMW{;) Pt
The 'readai Querre. and Vartoug 1/0 dev?
Te ready e o |
QUIUL header T _uuwf’:__ Res, ?
(P“"{‘f_m taul Teg,é's-te—rg wyisters  |°
, : g |
. i 2 f
b | S N e
wellil= L=
Onit 1L ik [{sl-P Pesy, Pesy
| 1
i head |
uitd 4ot

Downloaded from EnggTre


Ellipse

Rectangle

FreeText
9


IR— EnggTree.com
‘ Scheduleve @ [ NIp-1]

i.ﬁon(j ter Acheduler (o Job Acheduler) — delects uohich
i Rocesses shoutd  be bwcﬁ%t dnto the % Quarte-

(Whnt - tewn gcheduler (or Cpu Scheduler) - Glecks LoPTch
Process Lbhowtd be  executed Dext and M (=56
The opemmg System, muet Aeleck  for  acheduling

PJ"-FG% Proceses zgwm thee. GQuessss Ap Aome i;cuhwn
The gelecHon Procss Jx cawled out by e cppoopricle
Achedules.

Queueing disgmam wepresentotion o Process zschedulinﬁ.
. \] AV 7

' _31 Yeady Quatt | 1\
‘ Tp quue K Tfo suquat
fine, dlfee
explyed
tes o d
= | ﬁ&fxﬁd‘mpﬁ

10

Downloaded from EnggTre



Rectangle

Rectangle

FreeText
10


—.Engglreecom

| The Timony disthelfon befween  thate -two Achedulers

Qs zb-requmca onettion. The sbost — tewm ASehedulers
| Tust  Leleck & pew Process O Newo  Process %of the CPU

%ﬁ@uﬂﬁa.

B Process may enete Jor  on
bdﬁzm mai%&a %r an  Io FeQUISE .
%‘;‘i”ﬁ&‘fﬁl Acheduley coxestes at least O e,ve'aa
loo mlileeconds. Pecause Ahe  &hovt fme between

exouskions, the ghovt - tevm Achedulen must be sﬁwst-
T b takes (0 Milliceconds +o dectde to execule &

Tocers dor 100 milifceconds, theo o/ (loo+10D =4
Pacent of, the Cpu 5 befrg  utad (wasted ) Awply
ot Scheduling the  wovk.

The iona.. towmn  scheduler executes much Jess
:B"rz(;‘)t,t.wﬁﬁ; Minutet may 8e,l>am.tc the Creation q, prie
News PXOCM‘S ad the pext. The X2 — tesm ALcheduler

Conthott  the é@% o MW (the nNumber
°f  Precewses D Memoay’),

:% the drzame— UE muiﬁ}mﬁmmmirxa Az stoble,
then the aves Yole UE Poocess Cveation must be
ecsfuajl to  the avaaac depoorture vote O PpoocssLs

'/Qp,a.v&)a the /585+em.

can be descitbed as edtver :

é’:{o bourd process - _cSFa)d/s move. Hime d’oﬁoza -I{O
Com\m’caﬁm, mmfj Shovt  Cpu buwsts .

a -ﬁw rorlisecomds
cften, the

than

11



Ellipse

Ellipse

Ellipse

Rectangle

Rectangle

FreeText
11


R S S SIS e — EnggTree_Com_ s —
fpo- bound  Process - Spends mose fime claé’oa Compu-tations,

f)ew \fe;ut} _Jlrma cpu bussts.

dfaamm.
Slm? ® ;PM{?aUﬂ exectted

Awapped - ouk Processtt Awap vt

I t t can be advant
SchedulerY Js thnt Zomettmes £ el ﬁ‘m acﬁ?,?w

contention ﬁwcPU)and%ufofMdﬂﬁW-"E

Mt -ramm'uﬁ - K/,s_u{t:u&
ik P 2
- h : —-’J_
pometert: S8 LR Do, the After

12



Rectangle

Rectangle

FreeText
12


—

| " EnggTree.com T T
| Foe cution -

¥ Tawent and childven execute 1 Concurrerﬂ*a.
* Taveot apd b wnfts untit children terminalz -

Pddvess SFau*. :

* chid cluflimh of, Pavent.
¥ did  has a 'pzfgmm looded dnto  JE-

ONIx emmes:
x fox zau’rw call cveakz  Dews PrOCK -
¥ oxc  SQytem Call Msed offic o gows o eplact
' o alf .
the meg W—,H /gFa_(ﬁ 01 o nNew onﬁ'

(Pxocws Cyeatton ,L,g,md Hoves O ,g,gg-fem call .

TPt

[+]

watk

/

(o)

child eaxec () t/;e:ff 0

When a Process cyeotes @ Dewd ‘Pﬂowf&, +4wo Posibl'ﬁhbs

Caist 0 ferns db eaecution.

\/y The Pavent Conttnuis 0 excente  (oneus
s childzen.

with

\)Qj/‘ﬂ’w. Ruent wolts wntdl gome (o) alt C%?'fg
hildven  fave ’tem?mtﬁd.

13



Rectangle

Rectangle

FreeText
13


EnggTree.com

¥ Context — Awltch Hfme Jx  ovethead.; the Aaﬁem does
no ..u&tbul wosk  aobile Auﬁf-c,hi.na,
* Tfme depcnderﬂ: on Sadware Auﬁmt.

(_”‘)_OFC'@**W on_ Processes .
The  Processes o oSk 586'&;{1«5 can execle |
eleted
me%, ond ‘l’hﬂa moa be Created aﬂal_d:l a
Ad,mmfcolla, Thws 5 Hese AW must -Pawt
Mechanism :tor Process Cereoction and dexmination .

X Beowss  Creation (Forked)
¥ TProwss texmination (exit )
»
* P‘O(‘ﬁ‘s Cveation :

A Powss e create  Several nNew Processes ; Vi %
Cveale - Process sgstemn cald, ahmbg, the coume Tk
exeurtion. The Creoking Procoss 5 Called a  Parent PRocs,
and the new Processes” ase  called ﬁmmcﬁ
that Process. I?aLhOb'fme.m Processes nanfo +uaD
Creale  Other Txocesses, -Egeﬁmt'na o twe of Proesset-

| Most Openting  Systems ( including  UNix and the
Wihdows 'bom‘l"{j of oFacUnna %&tzm) Jddenttfy Processe’
%Ccmdma to a woiguer Proews W(mf[d), which
s ‘laf?calﬂ an W Numbey .

Kesousce.  ghaato
& Paent oed childen Shave all Susourtef.
- Children Shove  Subget of, Tavents $wAOUALLS.
> Tawent and child shase no sesowuces.

14



Ellipse

Rectangle

FreeText
14


s e DAL O cOM
I

Theve ave ako +wo osibilites ub tems o, The
addres Apace cb the pewo Process :

) oceSs
D The ctRld Proosr L8 @ dLLFuCa_b, oB e puent &
( 3¢ Adas the same Pgoamm ad dato as the ']Emznf)-

&) The chid Procoss Aas a  Mew P‘ﬁa"’

& Doy tls comenle. Prodts
Jdht matp ¢ )
1
Pid_t pid;
/% dows arothes Process * [
Pd = ok &
Y (Pid <o)
[* evor Occumed * [
Spriotd (kdexy, *Hovk Hailed )
:1' ealt (-1);
else :-b (Pid = =O>
1 erry /a- (hitd Process * /
execlp (“bin [le’, "o Nowb;
J

Clce

5’ /* Pa-rgnt' 'ngmg*/

/¥ fuvent soitt wvait fov dhe child A0 complele #/
walt (Mot
Tabbtd (Cebd Com‘pleb. )}
exit (0);

¥
3 15

Downloaded from EnggT



Ellipse

Rectangle

FreeText
15


N—— : EnggTree.com

A WOB"P%OMM on - a fypieal Aotasts &yctor.

csh
Pid =T1178

I0 aenual, a Pprocess W Need  Cortaln  YesOUALLS
CCPU time,, memoy , Bites 5 Tfo devier), 4o accemplish
Pts  tosk. ben Prosws cwealss € Aubpoocss, %Cj%
Aulpoocess nnabe,abu,.[-oof;[aﬁ).f’d susources :"‘fg
ef)rmn the  open: %ﬁ-gn‘)? on (F be Consbained
10 a Aubcet Df) the susousces g Posent
-
The  Pavent have {0 pastition .S SutOUACes

amvra s childven , oa it be able t0 &bave AOME
Aesouiees amcma Several aB'n‘s children.

16



Rectangle

Rectangle

FreeText
16


—oo_.__EnggTree.com

e " - Pavent - exit 0
¥ Proes Termination : C eritd - et
A Prouwws termintes  aofien 1t ;btf_;ughas exmmoa

(5]
A4S &

Atotement  and  agks the Opemtiny gpstem to
delele - 6 by v‘“‘h(j the (exit O Ayfsten call) At that
TDOﬁvtj the Process maﬁ suturn o Atotus value (—kdpfca[lg

an MQCOYUD o Tt Paveot  process Vi the awalt (O
Sﬁ%’\’@m colll .

/

B Proct® cao cawse <the +evmtnatton of,
Another Process Viek Qo aﬂyml;m‘aa A call . (lgua[(a,
Auh a Awstem call  can be  Jdovoked ont\cj })t/ the
Thvent 05 the  PRowess  thot L8 to be terminated.
Note 4ot a Pasent peeds fo know the Jdetities of
s chidven. Thus, wohen one Process (wealzs a Ne
Pocess , the ddentity o, the  newty cweated  Process

Jo possed fo dne  Rmeot.

< A pavent Moy dominate <the exstubton b, ORE
‘56 Bts  childyen %or a Va'a&% DE’ oupasong , Auth as these

¢ The chid Aoe exceeded Its mage O AT G,
e sesouces  thak St Mas been allocaled.

does not cllow a chid  to  continue
Aeyroinates.

*  The Powent 45 eati{tba.7 ad  the OPeJoachrxa %;m
d‘b [ig

/I‘b a ’Pﬂ.oc%s fewminates eithes r)m.mtud or
abnoorm! dhen au O children must ako ke teminaled.
Tt Phenomenom, Mbw&d to  as W fgpmnation,,
db Oowolly  nittated by the Operatiny 'ggmm_

17

Downloaded fror


Rectangle

Ellipse

Rectangle

Rectangle

FreeText
17


PO e —— p——————— i ———— "E"ﬁg"g'TFée_Cdm g |
k9., o Lllwstrale  Poocss  exewtion and |

"f'a‘am?r)aﬁoﬂ, consides. that, i ONIX, e cab :
the extt (0 System calls

terorale O process bj 1/“‘“8 55— . ,
Jdts -pa:zrmt T;-aocm maa walt dor the errination
7 wusihg  the  awalt O syetem call.

DT) o chid poosss by “38 3‘1 |
Te  walt () Aystem call Setuwns the Process |
Sdenttiter of o fesmibated child 40 that the [hf”’fé
Can tFell which 05 Tke  (hildven oz terminated. '

B) dnterpeowss Communfcatfon (TP |

(Pxocwws ew,mﬁoa wnwmm"rtﬂ AD the O'Pélmd"f@
88i"run ray be cither ,éoszendent Foocess £ tov
CDOFam’a%% Procusses -

A Process A3 ﬁ)dz}wﬂdent J?b £t cannot aﬁbecl— (e
be oﬁ)adld I:a the  other  proceses e'xzmﬁ’ba JDOZL |
Suetern . And Process that does Dot Ahoore. a!cn‘til éﬂf -
any Othw P B Iedepeodent. B Pes - o
fb At m.aﬁb“’t o+ be aﬁuﬁd b(aj«ma othes O
@okaoa ';JD the Aaéh:m- 0
A f'dm%, any Paocess Aot Aheves cota worth
Othe  Processes Js a cOoFaaﬁnj Procss .

Thewe ase Seveal  Seasons %oﬁ pzouidff% an
environment <hat allows  Procss CoOpexation

r—* ;rn%mmﬁcn ,&baﬂ@. |
=3 CUTYIC{DU-mHm QF@“{“‘P‘g
*
*

Modulay: |

CodDveniente .

18

Downloaded from Engg


Rectangle

FreeText
18


EnggTree.com

TIndownadton Abaw&ﬁ :
Sice  Sevenad  uLers may be. ADtevested LD the

Lame.  plece o, i dpweoation (dor hstancey O £haed
%ELQ.) goe must  provide.  an orvionment  to allow
Concusvent occers to  Auch Jb%omaﬁon,

COmPLL‘caHUﬂ &Feadu-l)
Ih we want a Pasloar tash fo sun faster,
We must  bvea S Ahto subtashs, each o, uoRi

ottt be  exocuts 10 Txrm[(d Lot Ahe OtHers- Nottcz
that Lub @ Cane-afhEe\fedOn&jfbm

tey  fos roultiple P:rmﬁ‘!a elements (Auth at
CPYs s Io channels),

Modu(ar?hd
Kle maq want -to Congtmuct the Adszem L0 QA

pghion, divcdma e )sa;«ham eﬁunch‘ons
dD+o ,gz,xmj.afl Processes ™~ on tyreads .
Convenlterxe

Tven an individual ey TRY wosh ob many '-L"Z:’s

ok the Lame Hme. Hos Jdngtance , o AL maﬁ
edihha, ‘Bl.fokba, ard com]owba D Pﬂm“d'

Mechounigm %OA P,qom% 4o communicalz and +o
%nchwn?y’— thels  actons.
M Sg&%ﬁfﬂ —  Process Communicate  with each Other
otHhout *o’ewftfba 4o Loaved vaviables .

19

Downloaded from EnggTree


Ellipse

Ellipse

Ellipse

Rectangle

FreeText
Type something…

Rectangle

FreeText
19


—— _EnggT+es-com—
Tpe 6&&&43 provides  4wo  operations :
Send [me&soae.)_ roessage Aize fixed (or) Variable.

Yetelve. Cmmaac) :

vVIH Poand Q wib to Commun?co&,’rth need o :
> ogtablich  a  Communfecation Mné  between them.

~3 eamharac nwssades via Kend [seclve.
,TmP\e,mn’cchn cB Communication bk
~ Physfeat ( ecj., &bazed hemovy Pavdware bus)
- J.oa‘icai CE’@ " .Qa'fcal pqm&s)

Coromuntcation  podels -

(D M&fr:aalf- Pmtﬂa (b Ahaved Memona
[
PXOCMS A M %O% A
|
Shared ;,
Yoees B M |2
Proess B
Lo ]
Kemel Mg Kevnel
20

Downloaded


Rectangle

Rectangle

Rectangle

FreeText
20


_____EnggTree.com

'IPQ mechantem  atd allpw them o excha,n@c
data and fn%ovm’f?on. These ase two :bundamenh:z,!)
mod.els 0’6 Tpe

* Shared Memeovy

TIn %—-m model, @ /(:@i’cm af’) rrmwa(fmi?
S5 AShawd b‘d CooFaqa’c&a Process L2 egtabliched .

haifn ﬁ)gﬁg Pawsf‘% rodeld Comnub;u‘.caﬁon Jm
Meank mwﬂﬁd eubar@zd +woeen
@Ofcwdfofﬁ Processes.

Jpc Js o mechanism ba ARch 4wo (0v) mpve  Process

communicate  WHth each other  dtwo m PMS“’@
MedhaniSm  withouk ng(% shoved  addressed “ApaLe -

“'l'PC means howd  4wo Papc% ase ccmmanfcat& 1o
each other "

Ve Shm?na of, data (terno)
Vi Mwacqz W{ra Mechantsm.

Flam

Sham%a o, Dotal - .
b [
Two ase (0% Mose Procwsses Ahase thex date L9
each offer By wohth  TIpe 42 enable - E;Ps_
) —1  Shaved |
The ditadvan 0% +8y0s 5 oy .
MechantSm i Uowf Aot | 4
Js  <haved amm’ﬁ all the  Lser. \H“F?— ‘H’Pg

21


Ellipse

Rectangle

FreeText
21


| M%aé‘ 'FOMU@ F/;é;ban
Tt Lend the me%saae 4o -the hcf})rg* aod
Mﬁeﬂ‘c retelve. e Wsoac ﬁwm e AourLe.

Nng Tree com

e i ~

,,,,,, e Ny

]

( Seod (T, mossage); | Reatie f;.f%“ﬁ@
R /&nb ™D Courte. TD.
e,u_,l) =

M%Saa» ?ij Communicatton -
There awxe +w0d J?ﬁm 05 mmoﬁc Fmswd

communtcation gy uuged.
- Dfrect (ommunication.

— Tdndivect Communication.

Ofvect _ Cornmunication :

i : v AN
Somettme s calted dmme,-hrrc P\hm Convertion”

Heve &nde"rand secoiver both Y knowse the Lé“fh% ()
each other.
P (Sendet) B (Recetver)
Serd (Pa m%aﬁﬁ) | Recoiver C‘Pl,mmtﬂ

(ONVEMIoD .
) B%uﬂma-{-nc Naming Convention

of).
&) d,fryryz‘l‘ﬂc ?\h.m(.oa Converrt
22

Downloaded



Rectangle

FreeText
22


L EnggTree.com

Safmmab%’c Nc;mtha Convertion :
Both  Qendev ¢ Geceives TIDe ave Known .

o
Send (ﬁm[:{bjt TH., Mmaﬁa); //&M -
Recetver Cgouxcz I0 mmcﬁg; /= L
Asatmme{-ﬁc. Na.miba Corvention :
20 &
londer knows the ID o} $LecipiD ‘ )
Oﬂt(bj sectlve  the m&%aa& potthout Knowu)a Sendix ID.

but fecelves

Fao  &end (reupist o, mesage?) ; /] gende. end
Reudves.  (wese Mersage) ; | nacetes eod.
Tndivect Communication :
Tn dbis  Communteation we domnt know the
f’derr\ihd crb Secelves and Gerder. Recelver seccive the

Mesgo ﬁwm 4ok maiL box. The &6‘4‘”” calls ase

as ollowua.

Mallbox Bwo bﬂ the  Secelver-

Serdier
L -

SendeA-
o

Sendor
2

e ver. (message
Maﬂﬁ.‘ox-l/ < ( 2

23
Downloaded from EnggTr


Ellipse

Rectangle

Rectangle

FreeText
23


. v_,,m,m__,EnggTrpe com .

%gj{w,; and pegochronous e powg.
x Tt 8 bated on b(ocm'!ﬁ ard non  blockiry metbed.

r Block pns syohorous gt 23 o

Non b[oclﬂha /Q_be?s W i m

Tew am 4 fYpes cfy memge pouly,

D ’%[DCK“”% Send 1 Lerder Prowss & block untdl
the  fecofrer  aecelve  the megage

) Nen- E,[ock.fx)(c] Gnd : Sender psocoss wnﬁnu,ouzlﬁ
Send  the me,u,(a;a;' AV HOLLE leokﬁ)a Ohethesr
felves  Aecelve mufsoﬁz O MoE. |

3) %lOCKEOa Kecelve : Recobver Procers & block
i RU  gender  Proeest  gend he maae
) Non  Blecking recedve : Recelver Continuously
| Aeaive the e Aestatetion .

;* @u{sbe.o D [Ix
| ﬂrgj ‘ _,u;ﬁ?(‘.h aye-

e O '(J?
Budbering-ds Q /s-tovaap, f]‘w Y
uﬁ) Q—Jc(,l;&n communi’ca{«?on between +LO (oD

{
|

‘worK D
. move.  devlces.- -
| 47011&5&"’

T ] nness ave. ot Aivec .

-l:h.L Aeotvex Xk Avansper 'ﬁ’rmi@h

| e ove B -fgpas oE buﬁbeﬁna dechnfQues
() Zew capacity By
(8) Pounded Foffer

i
: (2) Un bowﬁto\ lufger.
i 24

Downloaded from EnggTree



Rectangle

FreeText
24


Enaalr com
gglree.c

h_BuJbBem"ra Ted;qu:
A 20 capoulty : Theve Jt Pg _mensty “““‘d’;m
and deliver the  posage e that GendiPgy PO

Jb  blodks -

(@) Theee *@spe, o b%aba Pos bufper Aige =0

Rounded Butper : These ‘!’UFL ob bt%e-r bave %trull {enﬁﬁ-’).
: ave Entoite Length.

Onbounded Bt.tﬁ’yr : Thesge -8»9«, ob b’“‘ﬁﬁgr 2 _ﬂ:_ﬁm

thus  an number o, m&ﬁaa% can  uwait I
The  Sowdery nNever blocks.
The  Zewo- caFafft& Cose s Sometimes M.berm:f 0 as
O'Maaz *wﬁthnoh%a’"jmo’rm
Cales o0se waMEd o as Aammu oty automoHe buﬁgeﬂra .

() cpv ScheAuLﬁn;]:
~ CpY Sc,hedulina 5 4the basis U% mu.{HPa‘ca-mmmad
onxc&{na Systerns.
T 4 . it ‘o Save AomE
- The oEzjedNe. o% Mt -rammma £
Process unniog ot all Himes , oY order Vto  roosdmizpe P
Ulizetion.
o Mﬁna i a :Bundamen*lral OFgm’c{Da - /gas'fzm gguncﬁof).
~ Almost au  Ccomputer guwsousces ave Acheduled b‘ff’“’ e -

C’FU Qd'ladulfﬂa A2 Q PAOCess achich allows one
Trowss 4o ube the cpu uohile  execution of anotber
Pocors s on Aotd (o waithy stabk) due o
Onavailability o sowscss Mue  Ifo ele, TF’-”-"""“;] .
fpkig Sl e ofy Cpuy Te aim of cPu,ccbe&uhna Is
[to motte the Aystem efffdent » fast and ba&

25

Downloaded from EnggTree


Ellipse

Rectangle

Rectangle

Rectangle

Rectangle

Rectangle

FreeText
25


—————Ery Tree-com————————
Cpu- .T/g Ruxst (éjcle

CPU  Schedutler

Pre em,‘:rﬁ\(?.. Sc‘_heduhlr)?

NON - Preemptive. Scheduling

@ﬁ&Po:tche’r.
CPU- Tfo Russt cyyele
¥ Powss execution Consizts % ﬁd”‘ o) Cp exewstion
and ﬂ:[o wodt -

x  Trocesses ollevrols  between  these —Hwo stoles .

" o 'rSf:-.
* Trocesses execwution ne woith a CpY f?uwM_

¥ That 0 :ﬁotlouxd b& an M, Hpen onother
CPU bust, then anothes I{o bu»xt, and Ao M-

y ith a
¥ Eventuolly , the dagt cpu busst ot end ALTED
Gaz-’re,m mqwt-? o devmivals exewstion, dathes +Pan

e anottser JJo busst.

Alternatt Se@uent cpu
‘\mg and :L“;;B buxsts .

walt o Tfo Tlo bust
8;3(;:( A Cpu kst
writc 4o Ffile
Walt fpr o Tlo bust
load &ove
o o £7le s
Nﬂf{‘.rpm /o Ty bt

26

Downloaded from EnggTree



Rectangle

FreeText
26


P— e
¢

————EnggTreeccom———————

! CPU Scheduler :

Whenever the cpu becomes Zdle , the OPevatthg  £ystem
Mt gelect one ob the. Processes An the. Read Quecte

The KLelection Process Ls  Carvied puk e M -
KU AQeer 0 oy Shedulen. The Teady  Quene s
Not OeCPzKa'cﬂft] a ,.ng{:_jj)) "F{?ﬂ'{:——out CP[FDD Q[LLLLQ. b &

mwd be a FlFo Quene, o Fﬁ,ioﬁ’ad Quens , a. tree, O
S?MFH an  Onordeved Libked et

(Pumﬂ?ﬁ\fa &thdu(ua
Cpv Scheduling  deciclons may toke Place aunder e
?6"“9“3‘3”8 {30M cBreumetances -
"’2 When a Process  Awitches 76""“" e mmcna Elads, 5
wadte Ctale .
sz) Khen o Procoss Awitches ﬁwom e 9wmn£08 sty +o the
%Lada Stele .
3) Wheo a Process switches foom the M{«‘h@ stofe 4o the
mdﬁ Stale.

4) When a  Process Aermitrotes.
Under 1 x 4 cchzdu(lna Atherpe. & Don —?ﬂwﬂpﬁm-
OfheruwsiSe -the é‘chchu.u}a Stheme & ﬁgum,yﬁ’vz

Non - Preemnpiive gduduh'ra :
2 In non ‘er_emlvlciva &becﬁul&ma’ once the CpU foe been
allocated (L Process, the Pocess kuf:g the Cpu unttd
At goleases the cpu e lthes fermination Ox fng

18 uﬂkhlba t0 the dxnf%a otz .
= This Schedu%% method 5 Aiged bg +te. Mfcmﬂcﬁl’ _
windews envizorment., |

27
Downloaded from EnggTree


Rectangle

Rectangle

Rectangle

Ellipse

FreeText
27


@T&mfd\e'r ~—EnggTreecom
?}: -
" The  dispatcher £ the mecdule that anf% Contt]
i to the Process ALelected ba the hovt - term
| The Hme it takes fov the dispatcher 4o glop one Process
?SM‘A@(' and W;SL-k;‘ut anoﬂﬁga. ﬂ.unn“];a 73 mm,m?; fﬁf_‘ kb%
* Thie fundfon dnvotves -
D Quitchin content
&) Quitching to e mode o
3) Jumping o the Proper Jocotlen b dhe LUET
'Pxoa-ram ‘o sustost thot '}%U-mm.

I(:D Stheduld Cotterto. -
i ol s :
| Many  Cuitesict dave ben Suggested Jor Compari)
o~ Scheduling m@ou%m. The oritesia Lnelude the
ifﬁouow&va,

o Depo Utilization

) Thooughpu® |

/3> Tusdzound e

M) Waiting Hoe

! /5) (FP;;FDME. Hime

| cpo Ofion - .
We want +o Keep-{m cpu o bu,sd as Fo;st .OW.

Conceptually , CpU vtiuzeRon can Stange o oo 1©

Tn @ 'a'v:ij tem, At showtd gan %mm 40 Pevent (,?t,,-

o .D,:abh-a JLoaded Agamm) to W PRewnt (¥ ahecwny

{Uu‘sgd ,sas-i'em').

‘I?nou ks ]
| 5*‘?% CpU e bwsa e‘acwuina Procesces, ~then work 18
'beﬁ') done. One Measse og wovk & the numbex
& a?aocusu that & CUmPlJld Pes +Hme wnit, called

Jtheoughput - For .Qon@ Pﬂow&sc,s, iz Sale frm:dbe

—

28

Downloaded from EnggTree


Rectangle

FreeText
28


i i com

—EnggTree .

One process Per hours For Short  Avansactione, Lt may be
ten Procuses PA Lecord.
Turnaround ttwe :

foom dhe bt UB vieus cB a -Paﬂ?oulaﬂ- P‘DC&“:W
jmlszan{: Cribeion L8 Aow P Aawmes o Qu“fzm
thot Procss. The bterval foom the Hme s

a Process to te +Hme 05 C,om{:u.ﬁcm Uz e a0t
me .

Twmavound  fime. & the Sum o, the  peeicds Apent
(ood fo get .nto  memory, waihbajnmmdaquwﬂp
e a en the cpu, and doc“ba Tfo. -
bdai'«‘na +Hme. :

The Cpu gcheduwa othr does not ofpect e
amount  of e duslng WwWhieh & Process execubs OV
doas I[o 5 a9t aﬁbec’cs enbd e ameunt % Hme that
a  Process Q'onou ummsa an  the nada Quens .

Naittoa Hroe & the sum aﬁ't‘ﬁz_%od,g Apent
waih‘na o the 'n'eada Quarte .
’Peap:ma e :

To on Jbtevoctive tem , ttuynoeouwnd Hme not be
fhe bmt Cuitesion. The “Aime  Prom -dhe submision 2§, &

AeQuest .t the dixt sesponse. 7 e Produced .
cl?aspsme. e 2 the Hime At takes to stawt

Wa, not the Hme It dokes 40 owdpt
the  susporse. ,
(&) Schedu(f-f% O%oﬁ%hm - ~__

Cpo Schedﬂh?a deols astth the problen % dwfdf"g
Mmo%mﬁomﬁ*m‘rea&d dej;fo
ke allocated the cpo. Thete ate mmny difpeent CPU-

smaumsa w@oﬁmm. -

Downloaded from E


Ellipse

Rectangle

Rectangle

Rectangle

Rectangle

FreeText
29


- EnggTree.com
* Rwt-come | Fst- Svved Schedulaxa (Fers)

% Shortest — Job - Rnt /Schedullr%

* Pﬁimﬂ\\j &chedu.uf@

* “Kound -~ Robin ,&chedu.(fra.

* Multilevel Queue Achumb'zg.

¥ Mulkilevel feedbacy Quore Acheduh}a-

X Pt Come | Finst - Sexved Scheduling -
The Powys ot A,cq;uzsts the Cpo %i-xs{; A2 cllocotid
the Cpu %i-ysb. FcFe poley 2 -e'a‘?‘-a Mmaed b%

Flco queue.
NV

Constder  4he o[(_eujfna Lek D‘B -Paocm,a 4ot amrive

at 4me O, w?thmmﬁmo{?mcw buwt Gived
& nRigeconds.

Trocess Russt e
P ah
b 3
! 1) 3

Arival AMe : Time ak wohich Ahe Procows asdves P
e 'rendld Quane .
complekion toe : Te at aohich Precss Compleles s exewtion.
Puxwt K  : Time wequived % 0 Procss Jor Cpu exetution
TuwD a'cwnid‘ wﬁa : Time di%bm betudeen c,omf:le.ﬁon —Hme
and  OQvvived Hme.

Tuxn ovound Hme = Com?h’h'm time. —  Pvdval -Hme- e
| Na.ik‘na Ame 1 Time dﬁﬁmu between Huwn A
! Hvtee and  burst time.

§ l Nai’rina firre = Twe around Hme — Ruxt -Hime . 30

Downloaded from Engg™


Rectangle

Rectangle

Rectangle

FreeText
Type something…

Rectangle

Rectangle

Rectangle

Rectangle

Rectangle

FreeText
30


EnggTree.com

Ty the Procssos  amive M e order R, P, Ps,
dﬂd ave &’e*nfed J?r) FeFe D,gc'e'r? te. 89_{' the  Lesutt

Lhown b A ﬁolmu}tba %rd\icha'rb
Clrtt chaxt 4 . bar chart that Jllustrab o

Paxtfertars  Achedule, chh;dfﬁa the start and Lenigh times
% each c% the 'Paﬂ.h(‘,tpcv\tha Processss.

i [ 129 ’ I
© A SIS

e waikthg e & 0 millleeconds %"* Process P,
Ay ms for Ta, &F ms Pr .

Pvesoge Iaiting -Hme = D+&L++&"?—>/3 = 5ifs
06 mﬁ C = IF mS
Eﬁ-, -T% the Trocess crives 4D the oo
Pa, 05, P , then
pssssc el g ]
% PS P]
o 3 b |
klaittng tme :- R —> o me
8 Ps > 3 ms
P > 6 5. —
Pwa,aae. Waiteng Hme -_ CO+3+E:)/9 = C?/a
8 = 3 mlliceconds.

931"/‘13 ﬂﬁfﬂ'\l—; s Phenomenon  auociatid it e
Pt Come Fxt Senve (Fere) sHhm, S which  the
whote 08 slows down due 4o .'Beu.o Alow Processes .

31



Ellipse

Rectangle

FreeText
31


FcRs  algorithm o negﬂﬁﬁlﬁmﬁﬁ@ b noture, Hhab i |
oo cpo Utime Aas heon Taltocatid to @ Proces,
Othee.  Proceses  Can  Qet c]: Hime only ajter the covent
Process Ao %ﬁ'ﬂhﬂd- This o[:eﬂbt o, Fcre /Scheduhb@
leads 4o +the situation calted % ’%Ebfif

To  avoid CoWoy eftect, ?thVE_ 4 chedulo 3
Ife Round R ALchedulng can be wued- as the
Lmaller ‘an:b%&s dont Aave “o walt much W cpu
4irve - ok +heir exewrton -ba,g{‘e;r ard ie.adwa +to |
dogs  gusousces cS'fH‘O’Ja idte.

% Shortest - Job - Fist cSChmiu_LEn@ 5
A different appwach 4o cpu Scheduling & the

£3IF Aﬁhed“u"a «}J‘ﬁ-ﬁﬁ-ﬁm. This aldoa?'iﬁm | assoLotes wfi:t-
eadn Process the DB the VProcesses “ Neact ii\) e

When the CPY ¥ awlilable , It a!,suaneri e
Drocess. that Mos the Amallest peat CpU b st - —?%pg
Nexk CPY buzsts 4woe Kocma ase #u- Lame s
gc,h@_dul’u)a A8 ML to cai the e e

Note +hat a move priate ten jrz:

coneduliva metpod woutd be the ghort — R

Stom’ pecause Acheduling
Hectiu m fotal  LergtP-

" e rofllBeconds.
?a; uﬁ-’m' ’Fﬂowﬁ and (‘,Iao bus t Hime  Ap millice

% b
3 s
Fa =
P 3

32
Downloaded from EnggTr«


Rectangle

FreeText
33

Rectangle

Rectangle

FreeText
32


——ftnggtree-com
SIF Schedu(.l.fﬁ the Gantt chavt witt be ax.,

LJ*_W-.__J_;_??; e

6 A
\/\!ﬂl ﬂa e - N
B = 3 R lliSeconds Pa > a milliseconds
Pa > 16 milligecords P}-T - 0 miligecord.
Pvesas Wwaikng e

)

> (24b+a [k = SBfy = F milligeconds.

h WVe S3IF a%;m'thm ot 'F”’“mf"f

cunventty emmina Pocss, wheseas a  Pon- preemptive
SIF ovitbrn il allow the (,wzamﬂj ﬂ.uru‘uﬂa Process
if)uush Lts CFU bux%t.
rPf.ecuq>’rw'e’. ¢3e  &chedult 8 Sometimes called

Chortest - ﬂmauma Bre ~ frst ,gr_heo[uhoﬁ
T the

Ea! Consicder  1he :Beuowma 4 Pr.iw,«m, :w:;

Jﬂa'ﬂ’v ob the CFU buxt @w&n in  mitlice ‘

Bocss Frefval Time. Busxk Time
P 0 &
A , X
Pa 2 .
A ) ’

T2 e ‘Fﬁom anive ot the (_?bu.w&- at the
tioes chown and need  the Sndfeoled ~ burst -hrrws,
tren AR st Paempiive ST Kchedule <& @5
depietid b the ollowdng  Gantt chast.

33

Downloaded from EnggTre


Ellipse

Rectangle

Rectangle

FreeText
33


EnggTree.com

Bl P ij B P

0 1 ) 10 T=2 b

Bous B & srorted ot Hme 0, s Jb ik the
9“‘8 Procsss £ the Quens .

Thowrr By amiver at 4tme 1. The Yermalun —h“mw
Process P, (8- = F mblligecondd) e A Hhan
Hme  Aeguived by Process Pa (4 millisecond9) A0 e

Procss B ux Pfumptlcf, and Py I8 ACW'

AVe wa&cna Hme ;ﬁgr this .exa.mFLz. AS
L_Cto.-:)+(l-0+ (-8 + Cra-..a)j = Qbfy = b-5 MS.
Ncﬁ-'p'mnfﬁ% SIF ,St.heduhba would Suusutk D

an a.vuaaz WOCH e 011; 1.1 mftlf&‘zcmdg.

% (Pﬁ?ov?'i‘a £d1edulfna .
s the
The QOF SHhm L& A A]xucd cMJ:E
%mmﬂ 3 i hm. fI O™
'Pﬁom{i /scheduuna CLJ@O m J? auomad
asodated sttt each Process, and “the CRO
-1—0-%71,,?;9%4;:%% fthx.ci'u twmlm,_m Ly
EOL@% asL ,gd'w.du.led AD Fe ovder- '89‘-
Cpu bu’”"{?.f)hﬂ Rower e Pmeml'a’ am vice - Ver2-
(Pﬁfo-m‘h it O athj _u)dzca_lld, b&j Lome
;%fy.d g{a.’ae OB numbes » such as 0to F (o)
c o .
. However, Thae A (e &"““’Q W

sowity . Aome
uhethee 0 JB the M@Z’r (on) Nowest Puovy -

34
Downloaded from EnggTl


Rectangle

FreeText
34


EnggTree.com

LL

)\fa)h(,s t 'anmnla

we assume e low numbess ACFrumt-

TRocess Bust -time W"ﬁ{a
¢ le 3
?2_ | |
b )
P , :
Ts 5 of
G]anﬂ' chart -
tP& Pfj Pl ?3 'P;.,L
e 1 b TS E
Nai%m% Hme - (é+o+ [5+{9+l)/5*
f\va = 415 = g.a& milligeconds.

?fdﬂ'&% Schedult can be elther Fmphvz. (ov)
nen.-}? ve. . When "a Process arvives at the -swda Quewe ,
ts  paiovity gy Com{n:fad Aoith e ‘Px,imn'f:j czb the_ aww'fwd
ﬁu.nr\ma process -

A Preemplive  Puaosry  Schedult m{;ma eh
st b othe cpu A the 'PMm\rj i
Trocess s mﬁa fhao he  Pelovity o the Curmenty
hcmmna Pro

edein vrthm

# 00“$mﬂ,3hver;€w?m9ﬁ*{j ACh @m UB the

U A?m[)lj PuJ:
35

Downloaded from EnggTre


Ellipse

Rectangle

FreeText
35


—Enggtree-com— S iy

+ Round - Robin Gchedully’
The R Scheduling algoitbm L degred especiall

;boA J&ma.—Ahcu{fﬁ gdsfhzrrvsa THYis ALimilar to’ FCFS |
Scheduling ,  buk ion & added 4o enable the o
Lystern o Auwitth  between Processes. P Amald ,unithE i

cHied a Hwe Quantun (oD time. slice ,(,gd,,bmzdﬁ ;
e Qwﬂﬂm AL 6@!1!%&[“:] ﬁ'mm (o to 100 rru(l;ﬂ:w'xbg;
»
To fmFlmnt— R /Schec{uﬁna, we Heep 'rhz_c;zj:g |
wau’- as o FIFo Queuns Ub Trocessts - New P;c;w o
'Maddwlbm’caﬂo‘&mmad@mfmﬂ.q 9
S heduler chl-o& Hhe :Eh{t PRocess rmmFH mﬂ-ddmwmw"e‘, |
Keks o Hmev to Jntemupt tee | Hme |
Oﬂ(d two %3/% bappen. The Procs maﬁ z?ﬂ'f:);a;
buxst e Apan | tHime Quantwro. L0 -
CPU u O{? | Lelease Hhe CPU Vdm{a ﬁ
Cose ., the Trowoss Ifsely A0 - i W«a |
CaiEe-, jf? L OB A wantm,
{ @W@iwmiﬁmaw il
TYHNUD [9) . - s :
the -h‘arve:r Ll 80 and st collse ] |
4o the oFem%r@ %zcmn
Ea., Condider the :ﬁotto g Gt o
of Hwe O, with +he o, the cpu
J?D m?(tf&‘uondﬁz

i

(i |

Process Pusst TS
P h
& 3
P3 3 |

Downloaded from EnggTree 36


Ellipse

Rectangle

FreeText
36


EnggTree.com

b e "“"“";—aqi":" Quantwm  of 4 miltiteconds, Thed
Process P 62,{5 the 17 4 milllseonds. A It Mqu:g{g,g
another Qo millisecords, Bt 73 Wﬂd ab'fer the fint
fie. Quantum, ad Ahe (P & Gwen to the Nenk [eocis
fo the Queue, Pows P Tt dousnt Need 4 mMe,

So Tk QU.EES b:.ﬁ;re_ its e (uantumn exf)"r&g, and £o B0-,
The. smut«\%na TR schedule £ Of %9“,0&3@/'

o

i

PlP| Pai P ELP'__J P ‘ﬂ (5 l

6 4 F 10w Ig aa 26 3o

Watity e prerage. Wbt e B
R — Hms (toflo 66“"4'4"4)/3 :1?/3
Ll :6.661’7’*5//_
Py — Fms.

Quantum focreastt Context Lwikthes .
wantum Context
QW 'X?%}ﬂm

I o
{o]

How O Lmalley tme

%nrm Hme = (O

10

| q

| |

|
l
o\ =2 24 5 6 T8 9100

fox 4., that we fove Only one Procoss oboct; Hme
aniks . Tf e Qu_anmls 8 Xime sunits, the Px N

t
._L -‘hL QLLQJI rtt '

Downloaded from EnggTr


Ellipse

Rectangle

FreeText
37


e —EngqgTree:
* Mutfilevel Qu.w.c. Ach el

1t cess  Priow OA- 4
cehs such as  Memo AR BP‘O ‘a’ . st
e e Fach Quesle. s 5 cu acdatig

ighett
Wm %fg«rm ‘Processts >

—y Trderachve.  Processes g

————3 Tntevachve @A.dma Processes g

Patch Procsises >

SO Gtudent Processes. >
Loueck 'P”:D“‘%j

fov hetone An the :Bor socnd C.c_fn-fmdivz)

Quw —  bactKgrownd (_ba.{*cha @ &mmP:B?ﬁE_u
ound ' cap be given &0 Pi(uml'

(Cﬁo"ﬂ;ﬁ’}g;v 2’ KR Sd'\edx.r.l.i% amona B ngc:;,g,g, wobueeess

—thf.oba-twwﬁd Queue qecelves Q0 Pacent :és- cpu

10 (c]?v'e, to Hs  Proceses on  an FcFe L.

* MLL[H‘IE}{@P «fadbach Qqu g:[. [uu‘:a:
Tk allows a ‘process to Mmove be,{wp,e,zo Quesres.
e Sdea fo to ALepavalr PROcsses & Py
e chava cfeaistics ¥ bursts . 1‘6 a Pro
ouch cpo 4rme , Jt
ﬁi«f ofpz.ioni{a CE)M. ,']bis <chemes  Deaves .:r/o bound
and Iotevadhve Procrses Ap Tthe /Fu'ﬁﬁu ~ Priovity Quesss.

38

Downloaded from EnggTre:


Rectangle

FreeText
38


EnggTree.com

Muttilevel  feedback Quewes.

[ T 7“ >

e -~-—~~--}{— Quantum = 8 J;——-—-
>.
3

eneiad ., muttilevel »ﬁez.dbad‘f Quewe Ati)/eél-_f\m'
(towstn X[
ded by the abo owthg pararnete |

) The DumMber oB Qu,uJM
&) The thedu.(fna aﬁoéﬁhm ﬁor @Chqbw’;o o
3) The method used V4o detemine  when il
Poces 1o a Mgﬁm 'Pmom{a QuurLe - .
d) The method ued “o detomine  when 1o demole a
Phoeess o a lowe ‘Puioﬁt{-! Quene .
5) The method ged 4o determine wofen Cpaz;ﬂ—w e
a Fxocus sttt enter when that  [xewss Peedf

fa. , Conetder a routidovel ﬁudbar.h Quee. Lchedules

w?%h +tree QLLUJ«US-, numbe.'rwl oto & . The |
| exnntes al  Process e Quee O . OnLU

an
N3

~edule
f)fm Queus © Lt émp{a aty St exeule PAOC&K«.!/S
0 Quete I, tS‘\’m?lavhé; Processts Ab Quewe 8 ustel

On% be encuted 36 Quewes 0 and L ave :
£ Prowss that ives .6dr Quese 1wt

emrld-
39

Downloaded from Eng



Ellipse

Ellipse

Rectangle

Rectangle

Rectangle

FreeText
39


P 2@l re.COM

Bt @ owt b Quic 3. A poun B
i'q)u.uu. LAt [’anpb a  Procss P Qw&- '

RASYE Bm’ Queue O,
B Procss enterba  the ready Quecte Lo put
4 Quee O. f Doz in @ o Jx gVeD

o Hre  Quantum %, 2 millfeecond . _"Iﬁ e+ doeg not
.‘ﬁq‘niz.h withe  this Hme [ T
tatl wa- % Ivb C?ELMLCOJ:G MP{%?W
Procwss ot the head of, Quee 1 & given a
Quanture O (b milliseconds. T 2t Ao Dot

Comp lefe , 2t B  Puempted and L Pt hto
Quene Q.  Procses D Queue 4 axe Aun oD
as Febs bass, hut are  sun ontO uohen. (Ut

O .and 41 ove emP*U

(3 Muttiple - Proesssor  scheduling -

in mt.LL'HP\L - Prowssor ACh eAuLﬁ)a mulﬁPlL
CPU'Q ave awilable and Aence W Ahaﬁn& becomes
Possible .  Howewver muttiple.  xoceccor  Scheduli A2
more. Cormplest s ved to 4 Processor
,Schec!u\fna- Tn muttiple  Processor Ac.bg_cﬁuhba there
oRe  coscs aoten dhe  Proussors are Ldemtical Az.,
Homo us, L doms Cﬁ thelrs unc.-l‘fomiﬂ(ljo, We

Can e O:ﬂ socesor  aveldlable Aun Protess
(=] __m q .P aj@

un
thioke — Processor
AFFm:ldw- to Mu P‘L -

Paocessor

load Ba_landna
Multtcose 'BloCbi'SOWS- .
© virtualization and Acmduhn@.

Downloaded from EnggTre



Rectangle

Rectangle

FreeText
40


EnggTree com

L Ty r——— R ——————

* AFPchhzz +o Muttiple - Processor "Cb’-&‘*h"ﬁ
Ore aPPaam:h s aohen all +the schedu

decisions and  I[p ’pocusu@ ase. Hardled ba a La
rPAoce%ox. aohtch Jg ¢alled the Maite &uvem- ancl

AT

Othes 'Pﬂocuso% eacecbzs Ongj the ,uAea, chL This entive
Lcopraxio s Called W W

A  Qecond aFPaoaLhM &L mc%c?&[}-r%
dohese  each  Procescor §73 % w All Pxo s

be ub a Cemmon Queus (or) each Proctso”
bave Jits owp pxive Quece. iox ﬂ.,aadg ProcesseL-
The  Lcheduld Proceeds eﬁuﬂ»ﬁw:. }6 /F)avu'ﬁ

Acheduler :5% Processer examine ~dfe. mr.@

and &Leek o Process +o execute .

Mubﬁ]xowzm Achedu.hna.

Pocess Process Trowess Troesss |
s S 3 4 (

cp cpo Cpo | gt CPU
C’Jo (7_)' 2] CJBM ﬁwmw

e a scheduler
FxoaﬁS

A Lelack e
Ram | Compars®d T emaraite-

41

Downloaded from EnggTree


Rectangle

Ellipse

Rectangle

Rectangle

FreeText
41


;ﬁno@oﬁﬁw‘i __-..--—:-P{‘F’_EnggT'ree.coCrQ P Pt A
'aﬁ.mha fpr -the Pocessor on Aohich £t iz mﬂ'ﬂg |
Mnnuzj
Wheo o Process suns on a pectiic Procasor e
e Cestath s on 4he ghe  Cache me.mo’aa. I’{) the
i’Pxocws migralzz to anothe Prousor, the (ohtents &f) e
cache n—wﬁ;d muwst  be. Jovalidated %U' the st E
E'Py.ot%ov ard ~ the cache or  the Lecond PRECHESTY riges
be  sepo Gd. Because o fgh coct o .wvahdcﬂ‘@
‘and Repo +Ena Caches, most tPe. SMP( ngm’-ht
Processes ﬁmﬁzﬁm o another and Hy too P
G Process ing on the Same Procssor. TThis &

| \ Hard a«kﬁnﬂa.
ECSQB{ H“F‘hﬂi‘a: Nhen on ORTC!:HI’B Sag—{-ern ha,ga_ thfca
ifoﬁa 5 o Kuep a Procss sunning on fhe same

‘Proessor bk hot éumanmma 2t o do Lo, this
 Suoton. is  ealled Zofit o,b%,m{a.

howd  Pifinity : Some gystems such aqg  dinuc also

Provide " gome. Aystemn calls that Aupport Haxd &Pﬁnﬂa
Wwhich allows a “FProecess 1o m%rall petueen Processors.

1

% Jood Balandng : a
| T+ 1@ 4he Phenemena ohteh ¢ +he workloa

even dAtibuted aczoss al -poocessors tn an ;anP
S ﬁm& doad p,a_lanwya §73 m.cmazj onlg /8!‘*‘“”"
each  [ocesson A e pwn  Pamte Quene of
ProCLSS wotlch  ase eﬂafbm 4o execute.
2 because. B
Load Baianwaa A5 .,LLnnM‘p azy i
O Prossor  becomes e £+ Tmmedfally
o gumnable  Process ;chmn 4he Common Sun Queste-

42

Downloaded from


Rectangle

Rectangle

Rectangle

FreeText
42


T O SUS SN EnggTree.com

on  SMp It it dmportant +o J(pr'fhz_ workload
balanced among atl ' Processors o ""“fj wtilige. the

s 05 I mote. than one ' Processon.  else
one. (Or) moke 1 one. Pocesson. ehe oRe- wotlU
Ab tdle aohile pther Proewsoss pave ,%fﬁ% orkloads

whth  JBts o, Prowsons auniting the Cpu.

Thexe ave 4wo 8e,nua£ aﬂa-goachu +o lead
bala.meu"a ;

4 Push ot sotton

¥ pudd m‘la'o'ocﬁon_ ~ - J
— ) [ 5 "f‘h_{, Jm
Jdo  Push W a tosk zmhndﬂ checks

Fava

dess bw‘a Processons .

To  pull migroffo  when an Ldle. Pﬂocusov pulls
J Aa/vvv oY > A8
a waithq tashk f]wm o busy Process P
excection.
2 Multt - cove. FF-DCM"O% .
Tn  tuttf-cove  Processos mu.th‘PLL Processor
(oves  cse oplaces on the Lame ph Peal ch't’[:. Fach cose

hos a ter Lot 4o maibltadb gts a'rch?-fec%uml Matf-
and  thus aﬂpea.-as.’ro +he oFami-fra Lustem as QA

66\7&70.& Pha&fml PROCOALOT -

Sup 4 tems dhak use. multfeone Processors
e Poster and  Consun Aess Potver +han fems
e Vwohlch each Pxocwso'r Aas 4 oton pha,gi’w.l

chtP.

43

Downloaded frc


Ellipse

Rectangle

Rectangle

FreeText
43


- - EnggTree-com

However multicove  Processors mewy W the
Acheduling  Pooblems.  When  Procssor aclesses n:u.mo'oa
‘hen _ffaX})e,r)d_); o Algnificant Amount ~Hn’f¢«
walte or the data”’ to become avall . Thif
Atugkvn is called  Memozy Stall -

ey el

C ComPuIl Cadl- M | memoay Stall Cacll:
.. threaAl_C "’.",jC 'M o IC -

R

fime. »

l Tt ocuns Jor Vowiows JSeastons Buth as Cai:hL s, |
Iwhfdw .Csacms&:a the data that L2 not D
the Cache mewowj. In suth Cases dhe ProwEer
o spend ipto iy peent g fie Hme ARG
Uﬁoa dato —4o become™ Aavallable ﬁmm e "a
To dolve +his Problem Aecenk Hardware
desi have. .,fmFLunm ted muttittreaded Pj:ﬂ
coves Jp which Adwo o0& moze /Furdxwﬁ-m )
are Y 4o each Cove. Thuefoie =) o
gtalls fle. awoaling fpr ~the memo% , Core
Lotkch 4o anothes ead.

A Na% 4o multi-thwead o Processor.

> Conaxe — Gpained Mulﬁi—hmdaﬁ.

- Fine — Grva.L'md Mul{-i'fh'rmdﬁﬁ.
Cooxe . Gmained Multittmeoding :- A tiyread executes OD
A Processo¥ wntd a lcrna la&gﬂa‘j event Auth as &
m?«mﬂ"’a Atall Ocuws.
Fine — Gprded Mo MHithreading :- Tt Awitches betweed

4bveads ob a much fiper el mﬁ)hd at the bD(lﬁJay
DB an  Jnshbuction CadL

44

Downloaded from Ei



Rectangle

Rectangle

FreeText
44


- v T EnggTreeccom T

Muttittreaded multcorz /Sa&hem.. g

thyead .

ClMlCMC M |c

e TR e e e

——

hg

time.
wo 2 (S’Chedufc}@ ”
mu.l-h‘PLc ~ Processor schedulin
even a AD CpY Aysten ack Athe a mu,mlﬂ_
Phocussor Aystem. Most Vistualized  envhonments
Pove one” Aost e oFem-hb(j ;&aﬁem and manﬁ
M oFaa.hba gggm»s
The MHoet 0t Cveates and man e Virtual
machines and each viatoal madmc e, .
dastalled and aﬂznuca’cfcm ﬁzunr;;? usithud @:A
Each 8«11% o8 maa be- L‘anﬂi »'1503 isPZ“er,—
» . a!-d Mw’ _ux‘,ud.ﬂ%
e Coses, afDF(.LCCtho-m, ‘
Lhax 0% even geal — Hme QFmahof). " 8000;
£ o
dufpaligaticn Can drus 230 "
: the OpAE
Achf.dulina . iﬁzﬁbm eﬁﬁo'ﬁ's Db pes +g /ﬁd"e”"s
b Y vix machtnes-
(I6) Real-tine Scheduling :- "
" contyol on Aeack Ao
Tasks on Procses atlempt +o 0

evenis that toke place & 4he oudslde wexld. 'TTV:;C-
event Occur 0 seal e ad 1‘».9‘;0;4 must

Vivtualizatfon and
To this

45

Downloaded from Eng¢ e


Rectangle

Ellipse

Rectangle

FreeText
45


?wh“ié.';m e a);w’i’r%giom—--_
o) contaot o, Aakosatory elﬁ?&”m*‘°
b) Process contwt b Ubdustriad plants
) Tobottes.

d) AR tradfic Conteol.

e) ‘l‘e,le.comml-‘-”‘scaffm'

29, ME’LEt—aU coromand and  contat A&:W.

classtftcatfon o swal Hve stk
D) tavd  eal Hme

A Sad seal e A
Ol’berun":\cr,f{: Wil eause undesis

tal ewvor to the /%j&fem
h &_B’Qt_ seal e @ Deo :
Not mandatew, WOkK 2 continued  even Jbo.,', N
esiodic tatk Ak deadline. os constytP 7P
Staxt (©2) ﬁ?nf’sh +3ves (o) both. e
Rviodic 4ok = ‘E’equ?wnwf oty :
ANV
One et pa?a:l
Real Ttme. .08 ‘a)amao{‘ﬁ?&f?“ :
(> Detexminietic
D) PaPomTVM
iy Oses Contiol
) ?e,lla,b?[ﬂa
W) Fatl %{— ol:gm:irton.

Downloaded from EnggT

JAdine S detsable but

46



Rectangle

Rectangle

Rectangle

Rectangle

FreeText
46


7 "EnggTree.com

* Opevatiork Que d at :B{np,ol, pulztammed
frnes 0% uithin  Predetormined Hime fotervals.

¥ Concerned otth Fow Jaond the ope.mmaa ﬂiﬁm.ddaﬁg

bepoce. ackrowtedging an fbtesTupt and jjﬁﬁto

the 'reQufTed Hme:

} ) Oé’t-e-am?n&-ﬁc :
i
l

i ivenegss :
" zﬁwjz‘ma i acknouwted e, Bt takes the
3 w , a
OPe,mh‘na Qustern 40 deavice mpl-
¥ Toncludes amount D'E) Hime <o bﬂaw execution cbﬁlz

©

JIDte k- ]
;ﬁduw Hhe amount 05 Hme to Fubcrrrﬂ +he Jnilml)of
(i) e Ct?nt'mf : ] .

to zs,Fe,ci
¢ Tt alio allew the LLLeR
o, Fﬂﬁ«ﬂ% o1 Prows ,;unFPdﬁ.
1) ?diabﬂl{a:
£ P Real Hime Aysten A8 Aes

OA
y & seal Afme. &o Nocs _
cmho\luﬁa events ;

dg@mdaﬁm 06 -[‘:atpwrmnoz maﬁ e mgd-m\ /
(ensequenes, 4 ¢ e
equipment doum.az; and even ,Lossui:!?) mﬁs "

oluse. JP & M 0"""“1?

t heg
jﬂ‘g{ ﬁ?gﬁl‘:ﬁﬁ Processo¥ ;3 Aef:af‘-':d on )u,[)laczd s

47

o and

L

Downloaded from EnggTre


Ellipse

Rectangle

Rectangle

Rectangle

FreeText
47


rniblicet ob Feal +me EMgTree.com
D st  Coptext Awith
Q) Lmalt Al ., (
3) ﬂbima-fowspnnd-koexmml Lbterupts Quickly-
¥) Mutitasking whh Ipc toots Auch ax Aernaphores,
glanals ard events. »
5) PmmPﬁva zscheduwﬁ hased on puomfy-
. \ .
b) Spedal  alayms and ﬁme::ﬂb Lopich pteripls
%) Minimipation of, Antexvalg 9
ave digaked.
®) Use of, gpecial eguential iles that can
acceomulale date ab a :ba,zt yatz -

clasges ob Feal e /scbeduﬁo@ ..

/_ ) ;o—ajmit— Jte pext slice _}
y !

\
o N time
Procers P o > - "Rf‘;"ow
choct o
) = Sd.’ rm/m -{:“m >
48

Downloaded from EnggTre



Ellipse

Rectangle

Rectangle

Rectangle

FreeText
48


i noo-leroo-eon

Classes oh  Plgodtthms :-
D) gtotfe  table datven appeoaches .

d) Stotic  pripwity dviven Preermphive  appooaches.
3) ooanmtc planning baged ~ approaches.

4) dbanamfc best  efprt approaches.

S &atic  fable dvfen  appeoach A3 aﬂDUCG«bLL
10 fasks that ase 'Pam‘odic. Thusge —Pm,bowm o Atatfe
analygis Ub castble  Lchedules OE d,LgPav}dvt‘b@
m‘”ﬁ:ww oﬁbm s @ Acheduled 'rﬁiut '
detesmings, at Aun Hme, oten a tosn MUt bﬂﬁw
e tion.

= In «tatic Puesity drfven  preemptive
&beduh’oa, &rakic anaigm A2 P%mrﬂad.. But nNo
Sthedule £2 dvawo upr The 6 Uz Mg\edfo
axl ’Pzﬁeﬁ{ﬂj to 4asks, A0 th a %Lorj
'Pf,jozﬁl—ij drfven  Premptive Achedu.lfv can s "
e SRR ob iy tch a,:j W/S{-CL-H‘G priov i
monotonic aJaO'G?‘mma wﬁ : g

4o +oskgs  baded OD thelr  pesfeds. | -
=7 26 o}jm.mﬁa Planniog based Amﬁa, ﬁeajm Fﬁr
Js detesmifned ot mﬁ:;)mz. Aather b
c:f*fafnfi{—a;i&:&ebbmt afDbe'chhes: I\[;C%—bﬁlb::?t
anayss  Js Py,bo-rrrﬂd. The AYsten

all Yeadlines and obors o started  peocsss
Wpase  deadline & ofssed.

49

Downloaded from EnggT



Ellipse

Rectangle

FreeText
49

FreeText
49


|@ w . ENID_ Mj —Emgree-tom 1

T W

i Owvexview.
¥ Motivation
% * Beneffts
| * Multicose 'Pxoa—ramm’inﬁ
I. A Abread tf a hasic wnlt Cpu Otilizoioh; Lt
Comprises @ Anead 3D, a Program ot , o segilt A5
and 0 Stack. Tk ghoves wofth other threads el
to the same  Process s code section, data  Leckion,
and Ot Ofgmﬁoa System  sesouuces Sucth as open
;57Lu and  sfgnals.
4 il (00 Yy et Poes o
’5&)3{” Atead of contrf. Ty o peoce Ao &'I;
tiweads of, centwl, It can peyprm Mok i
task at a time.

Sogle Yraded ard mufitmended POZZ

coe] [ o] [ ]| [ | o] |
agien | [swee] || fegeten] | pgiies| | g
[ gtack L&é}: [Eac_? |
tnead
_—‘r
| gaﬁgg_,'ﬁﬁmdxd Prowhs Multithreaded  Process
‘ 50 !

Downloaded from EnggTree


Rectangle

Rectangle

Rectangle

FreeText
50


EnggTree.com

¥ Mottvation

Mand Scftwate  pack that sun on modun desktop
P ane  muttithreaded . “Threads o play vital Aote
D femote Rocedre. catt (RpeD, Aystems. —)cff)a_“ﬁ, most
Opevating & Kenelt ase now" mulditieaded 5 severat

thrreads ate Jn the kenel , ard each thryead )
Pextors & Araecf»ﬁ'c: task, such as mmaﬁma Aevices
(o) .,!ﬁ'femx.;){: /F)andfma ;

Mutitbveaded Cesver aschitecture .

() creale Do
[l) TCQLU/&‘L' _hmad +o Seice
p the nqn,wst
clent Sevver +Hhread

(3) sex M'f'm'cf(’j
on additional
Client Aequests
(m,lreadg Ln the Ke:rﬂzp

Fa., SQotavis cvealrs o set
g [fnux  uses & kexed

SFw‘-PfcnlL ;Gos ﬁ)—te'mtpl; Aandling.
thvead v manaﬁ'ba the amount of §ne- mermo™y
un -the A&w{m.

L3 can be

Buub?{:s B "
The bmb?{s Cf) mu Hithreaded F’w@!ff‘m il
boken down foto oy mcﬁ'ﬁh Caﬁﬁom-

1) ﬁggf;ongivm )
%a) Resousce Shariy)
(3) Econowﬁ

(K) Sca.ﬁab'l'(ﬂa-

(O % eness - ]
’ %Fonm&;mthmdma an Jhievadtve GFFUCG-*"W ‘mﬁ

o [3] o t
allow @A P""a’“’m 4o Comtinue Aunnng  een .15 Pax

51 /

Downloaded from EnggTre


Ellipse

Ellipse

Rectangle

FreeText
51


el W e EnggTree com
05 it {s  blocked (ord ,H.la OPtmdtUn
'ﬁ')emba _,fncrea)s&)a me’uI Jbg
() Resousce. Shax(
Processes  can only Chave Awousces frhmagﬁ dechnigues
Aweh as  Ahoved removy and m&saﬁe Fm“’ﬁ
(2) ﬁ:omn‘a

Allocating memowy and Sesourcss Fpa  Paocess Cveation
S5 . Because ?l:ﬁ'rmd& Ahare “he  Aesousces 05 The-
%OCZM Lohich bziara
cveate ard  Context - Awitth

(%) ¢ calabtU:

The- jts of multidpreading (an b@ cvert

8"«‘1&“'@" I a rru[ﬁ‘f),qomfov avchitedtuve 4 gt .
threads be ﬁu.nnma £ paratted on ‘Bﬁﬂm
(PAOCM&(?‘@ Coves.

* Multicove Programm .
Foxlier .JDﬁ ;ﬁhﬂy Com}Dr.z.ﬁZr_ Aest é/ﬂ oL

, Lt Js more economical 0
threadx.

> 1TIUNCE.

MWe,-f-offnz.nud:ﬁwmmcorryyu 3 2
ems € mulH— ¢pU .

gipte - CPU- € + votved  Unto L Pda s A

nore Aetent 5 ATmilax Avend Jooﬁﬁzm ,Ea.cb
Place muttple Compwfw CoALs

Cove aFFeo:rS ast & &_Famte. me?sm' “to 'fﬁz OPZ;':)"’@
whethes -the. Coxes af’f’m"' across  Cpu chips %w;wfm)
cpo chips,; we calt fhese /Sgsrfem& as  MULTEORE L

Pl e

Concusent escution on & ,&05& Cose /Saﬁem.

T: T3 | T o
_gm@uco_'ﬁ T | Ta| | T | T2 B | 4 |

=
3
e |
=
g

52

Downloaded from EnggTre


Rectangle

Rectangle

Rectangle

Rectangle

Rectangle

FreeText
52


?:rra.(lei emmE%TEeﬂea'Cﬁm multcoge. /sgxiem

oeal Tl |l Tlmwm !l 7 |... ’

Coxe & | "I2 Ia To g o T I = » %

+ime. .

Multithreaded 'Pﬂo(cjmmmfna fpuovictu o muechanlAm
ﬁor moAe eﬁjd&nt— use. ob +Hhese mquPU’. c‘.omp.ﬂthg
COxL8 anc\ J_?T)PJDV&C[ Concuysenty . Comf’der an aFFUcaHUn
Wi ﬁomr threads. OD o Ags'rem with a 4
ComPu ng Cove , Concuvrendy merely means that
Expnti Oﬁ e thveads «otl be hterleaved
owsL Hme because the ‘Pxo%‘f‘ﬁ cose  Jb Cafa'b(“ %
enewding only one -thwead at o Hme. On gt
it rouwipe  Coref, Aowever, C’W means
that the +Hweads can fun D Parcr.[(ej., becallse
the Aptem Can assl a /S.ePa'm.b_ Apyread O
cach Ucove. Note e dighinchon bedween ponlelism
and Cencuweney 4D s discussion.

A gystem U2 Fmaudib.i’t can ‘Pabcmﬂ MOARL
ttan  one task Af’rnt,da‘anwa&la. Tn contvast, &
Concuxvent £ ALLPPDT-{'S More +han one tasK ba
auowfr@ al” the  dosks to ke Pegress.

+he

(13) Mutithreading meodels -

A ﬁdo‘ [‘It“'sh-i'P mLt.Sl‘ @303{‘ wum ‘_wm -—!-ﬁmd,g
ard Kewoel  hreads. Th this Lection, We loow at
ree  Corpmon uﬂmd& OB eﬁ-a.btiShiﬂa Aueh a
Ma-HcthP-

53



Ellipse

Rectangle

Rectangle

FreeText
53


- T

| EnggTree.com
| * Maﬂ:j - to-one

¥ One - to- one
* 'Yhfﬁ-"co-mma_
MQ“(Jj_-to_UnL:

—> Manéj Vcer— level threads Fnapped ‘o 6&5& Kernel
Hwead.
- EpcamPLM:

- Sotorls GTrwn Threads-

> GINU Povtable Threods:

—~~

T Y
/l'{—{)ﬁ'eﬂ
(o
P Kmﬁ |
Thread mMan £ Jk done by the thread Liba

b uger spact AO 2t & ggident; but 'EPLL‘En'H‘T&
Thowss st block o dhread rates a blockig
cuctern call. Ao, because (ON m-fhwad- Can acw:o
He Hened ok o ttme, mu.H-fFLf_ Hmeads Cue unable
Aun Jp Pwalled on  mMultipapcssers .

% one - one model - -
iaaps_w'-wgm.-)zwd Ahread maps o kernel thread
Ea 7 Wipdowe  ALT/x P/ 2000
' Rowx
Sotaric 9 and Joter

54

Downloaded from Eng¢



Rectangle

Rectangle

Rectangle

FreeText
54


EnggTree com

Ol'le "fTD one. model :
C

S % %(———L’E‘at'fﬁmac{

& é 8 O emam

_,H' allows mu.thplz_ Aveads to Aun JAp

Pcl‘mlld oh muthpaocmoﬁ The. O”(Sj c{mubaji {“zim
his mode! Jx that cma-tma a uge thead 2@

Cﬁ‘ea{t}ﬁ e COWPordma Kend twead .
* Mcmd _to-— manU moded : |
[ Allowe uges Jeve? thweads to be rnoﬂ)l;d

40 ma. Kexnel e{-hrmd,&) Allows +he o]bmo:*mg ,_(,g;wn

40 Crea a ,guﬁxum{; AN ke Ub Keanel <threads-
Sotaris prioy 4o Vession 9. Windows NT[Qo00 toith

the <Thread Fiber_ Package.
5 aﬁa;
;‘@—-—— (Kev Ahvead

—_

r Kejﬂ&! W-

as
szreloims can Crveate Qs Many LA Ahveads

Nectss Covr Kaped threads c@p
Sy aro. A e Ao catled Ak
Aun  JD Pa'mlld oh a mulhmcmor. |

4oo— dewvel  rnocel.

55
Downloaded from EnggT



Ellipse

Rectangle

FreeText
55


~ EnggTree.com

"'[ﬁere. aste Q \fa«r&ta cﬁ Jsues o consider woith
Mttt threaded P-*Oammm' )
— Semantics of Hork(> and exec (> séfs«ram calls.
— Thvead cancellation.
x PSuynchwoneus (0x) de,bgr-red.
— cgl:aha.l /ha.rdbba.
* Sanchwnow! and axéfndmnow‘
—  Thread Pasi‘ma
—  Thvead - Spe,riﬁc data.
* Creale focility needed 4ot data private
+o thvead .

— Semanticg OB foxk ) and ewxec €D :-

duf)lfca.fl Process Jt  (reoted.
How «beutd rﬁo‘fﬁ (Y bebave ub a muwldithreaded

(&08‘6’&11')? ?
_ Shoutd att -threads be duf,umud ,
_ ghowtd only 4he tmeads that made T
Catl 4o qprKi(>  be duplicated 3
. T_h' sowie’  Quetems , different Vewsions c:b fovk €D
exst endicg ” en the desized  bebavior.

- Some  (NIx Séw’rem& Aave ;5;;;—5:() and
¢
HRAEES) +Hyread -

o (Len

forkall (D duplteates att % the Hweads (D @
Procss -

56
Downloaded from EnggTr

. Recatl thot aotien Fork (O 2 called, a Lepasalz,



Rectangle

FreeText
56


TS —
| = In a Posix - Comﬁdﬁg%
the same as Horkl €D
Semanties o, fork (> ard emec (D
i ax
= “THL BxEc L) ggrhzm call Continues 1O behave

gfﬂm, "F\‘;'o’;‘iC') bebaves

cted. o
QLFQ 'Ref)laws the entive Process -that called It, «Lnc (7
Al thveods. a

APen ttuie 8

X 'P\am“ {0 call esec ) tix ok €O, .
ﬂ<§ Need 4O dlu.{:l,ccata all oBabHu_ Hrreads P
CQ[LCDCGJ Process .

o e b&
Sx AU Hyreads Jp  the chid Process st

dtovtbated aohen  execCD A5 Ccalled .

* USe bmm (), Sather than #omﬂ(’:—)\,:ﬁ
oLU;»tba JD ermch‘m sk esxec €D

x Thyvead  Cancellotion : \1

(T Jz the Ock GB *fevm?na—h‘na o hwead befpre
It has cOmPu.t:eA .)

£a. CLEU-'U]% W />+UP i’.)U.‘H’U'n on 50(1_4_ ‘_LU&F) ‘
bgowsiae-z: il “stop  dhe  thwead thaot 2 }’mndaug |

“the ek ;
The Atnead to be Cancelled called the frget

tfwead. Threods cn be cancelled ub a Cou_{)& %a?(
ANV

Hon
cunchroneus Coun cellos ‘
Sk Pgyn Temipodes the ozt fhwead  Jmme alely
Thread oy be. D

in the middle q} wﬁ-;{oa Jacks .
ot %0 goed- f
) vnac\ Coneelletion : It altows the ffa'aae
e check 4 e <howtd be

i L
Atwead 1O FEUIDOLEC,O: : !
canalled .  Allows +bw “o Aerminale r%&cﬂé

ordety  Hashion.

Downloaded from EnggTrees

57


Ellipse

Rectangle

FreeText
56

Rectangle

Rectangle

FreeText
57


% S%ﬂd Handltbcf] : EnggTree.com
| Sianau Qve. utsed 0 UNIX Syetems o noH-Fa Q. peocess
At o Rofudary event Pas occuryed.

(RL-c U8 an emmpu,gé i)

| chronous &
"R")Cd: mcl,{r’% be/Se,n{: 1 p P(g%, 9%&/\/\/\-« f@&%
¥ AD cheonous ,&iﬁmj A& one thot s 3enuatwl
%ﬂﬂm ouﬁc:ﬁz

the Procers et Hecelvec it .
- Plvide LU © J& an example ob o &ynchonous W
k. might be dent to a  Process.
| x A &@Lnd—)wmué /Sfaﬂaﬂ A& deltveed o Ahe Lame
E'onwss that Coused the fs??nai ‘o Occuk.

All &Tﬁnalx ﬁottowg the Same. basfc patiern -
¥ A & 4 Qenwaled by partloular event.
IJF The ‘Signad ;D5 delivered o a  Procsss.

% the Ggeal B Mandld by a el Aacdis (ol
[,g?aow ase  Sandled exac% once”).

] Sigoal z?vandttha £ ,smf@'ntﬁommd AD

| Vrocess - ] »
P% The one (and gnLU) Aead JAp the Psocsss Reced

and dandles  the ,sf’gna.i’.. ——
In a mul+ threoded P"ﬁrﬁm‘) whae £should ﬁn
' be ddfvere&?

!
|
|
|

a ’gaﬁu — 'ﬁ)'feadﬂd

(gﬂ Pellver  the "5%”@ e

() Qllves -the A‘fanal on
the Process.

Downloaded from EnggTre


Rectangle

FreeText
58


EnggTree.com

Option 12 Deltver he Zignal o the Afvead o which
Most J_fﬁdﬁ OP-ch JLohen /F?ancl(ﬁ’a
(o, ooty the hvead that atiempts o divide B
2e20 N to Know of the exvov).

Option &8 : Qelbver the /sgcjm,ﬂ to eveyy Atyead AP

“‘he ’F;.Ow%-
40 be used £ He event +hat the ‘Process
¢ s Aent 1o
to Aective

Lunchronous 4

tke
A beth 4evymihated . (Eg./ o CTRL —
teymivate ¥V the PRoess, all tweads need
this ,S‘ﬁnai and dexmivale).

* Trmead POUf/S= ‘
>TIn oapplications awhese. ttweads aie Aejoem‘zdzbwﬁ

ot ged Ao s’ e 77
[} Rxﬁovmarm b@n.g,blo{:-
£9-) P Server thok Apuwns Q Dew g
®me o client connects 1o *tfv_ofgd"fﬂ”
thar  ttwead aohen the cliot diconnects -

¥ -that
S A dmad pect B o grap o et T
Jave been  pre- created ard ase availab
do work as needed.

~ Thveads roy e Cred
~ p Adtwead noy be Kept
% L Needed. ) ot
J_./ﬂ e o dhvead ﬁ'ﬂiéh&go B ot Pla“‘daj.n’ :
J;;.[-O 6(1 Qm W Lt L5 f)e!;d-ﬂd Oﬁ

new
_ poids dhe exto fime nedad fo RETES

{wmwwmwded- (

ted ofen Procts ,5+a-ﬁs..
o a Cpuﬂiﬂ

~—
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| bermb?t).

— PRounds the nNumber o heads £h a Procsss.

Copy o data . oD

 Thread - &taté  \Variable-

[r—

x Thread - &Fecfﬁ‘”c data : dp some aFPwmﬁom Lt

| %') WS = +yread Medel|

Lhox oMentimes ises the Aderm task Aathr
! AN
han  Pewss ox Thread:

a AeQuest qoth an

- ica,((xj 6a£"re'r 4o Sevvice
W ewy hread (Wanca

Jcma Aywead dhan creale a D

mmj be et .607 cach thweacd to Save Ste own

= Pleo Adesred as “Thread — local Aﬁmﬁt

In 4=
Class FooBax { )
9 [Threadctatic T Static Jdnt Foo;

Z‘lm})lemwr% Apreads JMU@ +e One —to- one
—_to-m
Ao Jwplements o fiber ok aes @ ATy *Y

é(lﬁ) Precess  Synchronizoation :
| y Resutl
) Concuvrent Acss to Lhared dota oy

|
o data dpconsiktend- L
2) Madptaining data  Consisfency Acq)ufwkb e
40 enswe the Oxderud eaecution C,oormra (?.H f
8) Qhowed memory Solution O bothui - b .
brclern ollows odmose  D-| Eems P k;ibﬁ“
aF M- Adme Aime. A sotwton, whee @

b%mg"oa; wsed Ui nDot A?mpie»
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*D Suﬂaom that ,tuea@gx#ééd;o,ﬁm Poclucer — Consumer
code adding o vewiable Counter, «nitialized 4o O

and  ibcvement Lt each Hme a new Jutem )3
added +o the f:mb—be'r. i
5) Race tondition : The £LHuation wwhuse several
Processes  access - and rmn?P_Ltafl Abhased data
Concuvvent .  The final vatue oﬁ tPe. Lhaved data
deFendA Lipen aohtch  Process  finishes  last .

b) To Prevent sace Conditiong, Concusment Proctsses
must be ,gaﬂdwonféed. /,

(b) Heal Lectton Poohblen

CDM?de:( a ,,ggg'{'.e;n mlﬁma Cb N Pgom
P, P, .. 'Pn_,}, Fach Peoess Has a /Sedmmt
GB code , calted a  cwtfead  gection, oJO LohEch
the  Prowss be changi Common varia bles 5
LLRcla-kba o 4able o m@a a %{[ﬂ_ and <o on.

The ?mFo'a”co.ﬂL- ﬁea-twre OB e ,gggvfe,m L8
that, when one Process Lz exonthd £ s
Cxittcal  Beckion, No  other process Jz o
40 ewrwnlt i s cvdtcak  Lecton. de., No two
Boceses ase  execur £ dtun Gitical gecHons at
the Lamme Rme.

Eoch  frocsss  must SweQuest  Pevmission to

ontey ubto Coitfcal Lection. The Sechen of Code
?mIlemnhba this seQuest B8 fhe eﬂm W’
an

be allowed

ﬁot[ow-a:\ ba an  extt ectfon. WWJI@
coe "B the sumpdde LH
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The aenual Atwucture. Eﬁggiredgpﬁw —f;aocm P !

{
1

l
{
;
|
|
!
!
!

{

Shoton .

do

| entwy /Sac,h‘cr)f
U

 Citieal  Lection

Lexit Leckhon |

FSTESDSREE——— .

Yemauhder  Section
3 while CWUED;

A Solutton 40 <the (ritical ALection fpwbu,m must
éafm% :’rfw :60[[9“3‘3’8 Afnze  TeguiTements.
T* Mutuod  Baclugion

g

. “(B‘Oan%

¥  fBounded wai-h}ﬁ, | o
- Mutuat  Exctusgion - Bocess P b oxeus
J*S coiticad  Qection, dhen NO orh% poocess-C8 can
be ea(uwkha L theoe  witicad ,gfuc;-{mwﬁ.) o i
?xo(:jw% : Tf ro proces X i?:;:;L wgmv o
Leckton and Aome Process-es e

+heose. aDLLASEE 41
AT +Hons tthen on oj’ P X
coiical  Lec 5 L(ljw -
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Two genesal approaches ave otsed o Mandle  Ciitiad
Leckons D OFE'rak‘i‘a Sgde,rm :

& ‘Fuunfrﬁve, Kexnels

* Dm..'p;emnPHve, Kexnels.

K W Kernel allowe a trocws o be
‘PwemF-fw\ wbile £+ & ﬁumfba £ el mode.

B oon-premptive dewel  does not allow & proCAs

J?D Keined mod.e -fobe Wad;a_w,ﬂﬂ——

mode. “Prow#t U pun sttt Lt exlts Heaned mode.,
blocts, o= V‘Ofun’ccm‘hj 8,},10')5 ¢ ootwol oﬁ the CPU-

EQ“%OE‘V 90?561'*%@ Howdwasze. -

Mar\j Saé’h’—m" Provide haxdwase. )Suf)[:o‘a’t %07
CTea)  Lections. Many  gystems Peovide 4Fadal Koodwar?—
onsdauchions dbot allows ” ue ebther o test and
Modly the. Content o wod feb- T, +4wo test
Sk Upshuctorr ave exewrlrd A[muiwuﬁ%o *h‘g
wit be eoxecuted cgzqumﬁ‘attﬁ LD Some w,bi:rmg ordev.
The Process enter s Critiead Ao ction onud "‘b

um%a i «;?a[»e_.aod kvd ot e fialEp.

7 e (e N
%" w:ﬁ*fba [LJ = pue s
= true
e (usoiting [0 s Aoy )
- tatandcet (Jocs)
WAy Cid =dake;
g'zri’c‘tml Cectich
J :d‘i"l;
/[ woaitng (T = Jakse
63
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(-Jnfpfao —— EnggTree.com
- could  diable ﬁ)favmqaﬁ.
- C"r”e‘nH‘U aunnipdg code wowld esrats wolthout
anlbh‘cn.
= am[lﬂ §130) \.Cnbb%iclenb on  muttiprocessoy /Sasfl-em.
* Modern machine Pwv?cla. AFedaJ atomic
Aosduware.  Shetvuctfons.

* Ptemfc — wen .nf)-l-emFiﬂbLL .
- Elthes -test n’wnoﬂgj word and et value .
- (o) AwWop  contents two mem words.
v A OB “d
03
acQuive. Jock
cwitical LectioD
Telease _,QoC-K
Yemafhdes Lecton
?jwhﬂﬂ. (TRoe);

(18) Mutex Locks -

In  computer ‘ngavmmmha} o muten) esclud
D%JQUT (mutex) 48 @ P“Dﬁm D'BJQC.(’: 4ot allows
Multtiple progrom timeads to sbhawe the SLame HegoUrLLS,

-

Auth az ﬁﬂ“ access, but Dok /c?mwl{-aerwSL&.

‘Slﬁ;cﬁa JPeaK'tha , & mutexr 42 Jocxd mdxmf&m
sed +o,g chamt'ga access to a Sresource. On% one
tosk (con Tbe a Hmead oA Pprocess baged on pjmw
abgtroction) can acqufse fthe hutesx . L€ reans e
B3 Owrmshr'fp assecloted aolth  metex, and on%{
owner. Can Actease the ALocti (mutes),

b DO pr\aer nee.dp.&EJh .-The.. Aoum gy SECnLShJ.c{.

64
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|
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S ————— 71 o7y ] ITTN T

(D Semapheres :

e Aowdware - based  gotutions) 4o the caftfeal -
Lection  peoblem  Presented ase com{)lfca.{"ed $or- ]
OLPP\fca'H’m ‘P(Cﬁ"ra_mmevg o wse. “To Overcome this

idi{;%t'ui%, Wwe. ~Can use. O /ngndwalfaaﬁm toot

called a (S’amaf)bom )

A (S’ema_Pho're_ QL 2 an j})—feaev Vasiable dhat,
aPaﬂ’ )me Ani tlalization , s acecessed on(ﬁ fﬁ‘rrougfw
two Atandard  atfomic opeations
 waft ) and cft"(Cfmi L3,

The (walt (O onja:{-fcjn L8 OAg,Ef)q_[% rfevmzd P

The dp‘E%niHon og Waik () Jdg8 as fouawsz
Watk ()Y
while S< =0

The  defjinitien of, &?’8001 (> J& as Jotlowos :
Sigpal () §
S

4%
3

When omne paocess  medifees  Ahe Lemaphore, valie., No
Ofber Procwss Can xs?muﬁmwwﬂgj noodEHy et game

,scma?hm value .
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X USa@&

| » :[‘mpleme,nta.ﬁon

* Deadlocks and Stavvection

* Pﬁo"ﬂa Thversion

% USaa:;: Operating ‘S(‘:gjs'fm GE,M, d;is-wﬁui&h be 400220

couNteh and bt‘nana cf'ema.PhomK. The valuwe 05 a p
Qﬂm Semaphores can Over an urssstricte
donmah. The value d) a hinany & “Cfm"“”@a
ony between © and 1. ON Lome Agstems bmmam
Servaphoves  ase  known as W"%’ a,s*meﬁ
Joows Apat  provide  muteal el
S hoves a0 sused o golve \Vavious /Sc(fncbfmﬁ,ja#on_
Tactlems, Hon eaccunPLe, Contides {fwo Conccmmﬂﬂ o,(u,nnma
Trowsses : B with a ftabuvent & and B mrr:za-
(S'+a.+zrnen§s;,?:g;§j-'c- Suﬁns’a e fegulse Aok La
excecnted. 9“‘306!‘3 g Moas completed - o
We " aan’™ im")lemant 4his  ASchene xeaaua(j chh,
JeMing B ad P shase a  Common semaphore. 440
d}ﬁﬁgibad 40 0, ad bg L?)&e,ﬁtba the Aitabtements .
Sto;
cscamf (synch) ;s
A0 Process P and  the statements
wolt (_Sa—nch);
Sa
N7 ocss Pa. P
?a?xwfu exenle Sp only aﬁﬁt R Aas

o, J o -
gpvoked é%naﬂ (Sbmch), aohich  J8 Ckba& Atater
I\ 8; M baen e%'-wb-do

66
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The mamcLadvanfaﬁc ofy the Leraphore
cﬁ.vb%nitim a?ven here B Aot Dt fequires f?%g u&ﬁfg
While o Process 2 up Jes  cwitical section,

Other  Process that twet (p gpter Lts CritHieal Lection
must imF a:n'l'fnt.wu&‘a' h the enh@ Code . This
Condittonad J,OOF" V)3 deazrfa o f;uﬁb[em uGn o
dwal  multteaegrarmnmt e, W & £ cpu
£haved {TP |2 % , 3&
utual - escclugion .f}nPlemenl-a-lfon L0TP

L&

N/
48una-f>}'xm%' .

do §
Weelt Cmu.'{:eoc');
/] cxitical gection
Sf'gna.ﬂ ( mutex)
/ Sumabede  sectior
Zf while (TrRUED:

e om0 o S
bw‘a waf’c&va. That L& 4 a ﬁwmi.,wdnm;ijﬂ—
Lection, the  other Pascus that tws to €
oSl — geckon eust Aoop Cgrrﬁnu:.ous(a an 1
enty Code-

To ovescome  the  buy o fin Pachlem the
tntton cb the /Suruphom. oPg«a.ﬁorw woalt
Lie Lhowtd be roodiféd.

> when a Procss eazcutes the walk o}zm'Fra
A x 0ot

and $nds that the Semaphove valus L&
Rahive , the Procss can  block Siserf. The block

67
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OFe:m‘ctcn places the Process Uhto a a.oa,zﬁ.ba Quette

assocfoted gofth  the ,cs’ema,Pbore..

= B Pocss thar Js blocked weaitihg op &
,ge,ma.':bove ALhowtd be sestaxted when Lome ottex
plocks ed

fl The
Drocess execerles A & Opexa:tfon .
Precess  <bhoutd  be.  swstbsted f(zj o ankeup DF&YQme

aohleh put tpat paecess Lnto - seady Queste -
To .fm[)lememt the Aem[)hore,, e c;%;u_ a Mrnf:?mz
as o swecord as;

’IM Stouck §
Wt Value
Styuct 'Piow% *| -
31 (S’e,im.Phore,/-
‘% Deadlocs- andi Stamvotion :
_i The TmPleLr:né,n’ca{t‘cn oﬁ a /{e.rna.)DhUﬂ'é

b a
| sy, (?ww.e Aol AP o Attuatton

| ohze 00
C oL

i(of) {:QM wamﬂm Mm@ fod.zbmlz(ﬁ cgoﬁ ;‘;‘1 ewnt

| o such
' &goal (O oFezra’cron. when .
ﬁ.,§: Procusses  cue Laid to be diadﬁoﬂﬁeﬂe
| To Sllustalz %, we Consider a A?f{efzm COM“‘*‘/(’?

fuoo
400 PROCOKLS R and R, each QoK%

|
;’Whm,g,gand g, St o the valur 15
o [
uait () wait (8);
S‘ ¥ (_S); &9 . CQ)}
Sgral (&) Sigoad (€7
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| Suppose that P, ckmaghsee.domft () and fhen F
oxecutes wait (§). When [B executes wonit (8 Le

must avale ottt B eaewntes Al (). g."rrfia-r{d,

when B excwntes uolt (8D, £t mast walt wuntd ‘

| 7. 7 anal (D worHOMR
B estecntes L (8D. Sice Huse Al ope

canpt be exceuled, P arl P ave deadlocked.

Another pooblem welated 4o deadlocs L5
@Azbnmt;, bLOCKl}Da o Stavvation, a Situation «ohee
1'CiL Process Akt ﬁ)d%mitlttj Wity e &rm;ahora.
(Tndefinite bloc&ba oy ocen }ﬁ Wwe odd on Kewove
](PAW wom  the LBt asodlatid  wotth a ,«Sema,dﬂm
4> LIFO * Oder.

| TJPZZ 65 é’ema_fﬂwﬂf.

| V. Cocw+f%7 c?enn)pbow_ - any positive jr;—f?r valus.
A %ibm:j Bervaphore ey Value Can ;,aﬁé

On%j be: o ard 1.
X(Pix‘t'm’l <THvession :
{a A Sche,cﬁu.hha chall auiges Lhen & i
fghes- Priosty  Poctess  peeds 10 sl [0 mzd%
% dota. that ave Curventty OLcesss
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(@D clesfe  pvtierns _of " Bpchiontsation : [Mp-17

| T Heve, we Putent o Numbes 9, z&ncbwnfzaﬁm
iPatSBlerm as examP(e;s OE Qa _Dage claxs DE Conumm‘g/

|

(Contaot pusBlems. These  Proplentd are wused o

testing Dea eve: nupfffj Pao[:agec! Aynchwnization
EACY)UTQ?.. _.T:t] @urmgsgtuﬁm ‘o the. 'g;ﬂmo e ALE

&ma.ﬁﬂwg :ﬁo*r Aan,hwn?ga’r?m.
* The Bowﬂed—B%m peOblem-
¥ The Renders- Writess problem:
¥ The pinig _ philascphess. probler-
+ The Bounded- Buffer poblem :
The bounded bufper proplems (& the Pt

C&n;sume-a’ pm‘fblem) A a clesic ezamPLL 05 4
(oncurvent qccos t0 @ ghaved Ye£OURLE - A bourd
botfer  dets  mutiple Producess and  mutfiple Conaumers

Shave a 4£8& bubbe'r.

Pducssst must  block 4% the Buﬁe'r 2 Jull .
Consurnezs must b lock .:b tthe. BL%E': 4 gﬂ'}D‘a’q-

Boueded Pulges twith capacthy N
Mutttple
Muttiple

Redute s =
’ ﬂ:’—l> JZB;E __—>Commers
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We assume that thgggfralcokpnsists ij n bufhex,
each capable Oﬁ fP)Dfdﬁ? one ftem.

The em!){y and -full zSemanon& count the
e
Numbex OE emp sl ﬁuﬂ h_%e,g_ The. Aerm{:bo
mu& Lt tfallzed Ao the Value N the
&um‘)bow. ot & dantHalized to the value O.
ravavd

The AStwuctuve OE The Trodecer Pocess -
do ¢

// P«(.od,cm an [Fem ) Dextp.

talt .(e.mP{'a);
Walt ( mutex);

/ add reatp to  bufhe”

Si‘. ; .(mu_-te?f) y

g%ﬁ (Tjul.l)/‘

3 while (TRUED ;5 i

duecex cen

We can .nfﬁe:q:et H#5s code at fhe 'P‘im ﬁmd

ol budfers 60, Ye Comcumey (O al
Botuing Erpty e g e P
The S4oucture of, the Consumes pooce®s -
do 3t (a0
watt (rutexds

S #fey to NextC
/] servove an tterd ﬁ"“’m orey

- . &

a5 Croutes))
81?2& (emptf2 )

// Conanrnes Ahe e
F wohile CTROEDS 2 —

& et
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* Te Readers — WhiteggyTrePedhlem :

Feaders - Ontﬂ veads the data et thy do
Not Pa.boam any updates -

Wsiters : can botty vead and wiite.

Peoblem - Wheneves. allows mu_(hP(,_ geaders Ho vead
at the Lame Hme. On%j One AanLg woiler can
access the sghared data at  same Hme.

P—N and W—-w :> Le,a_d,; o ﬁ(‘.‘ﬂ&b-

S")a're.cl data :-
dat et
cgemanhou mutex = |
cS‘enuPI'me wrt = |

In-i%e;_ seadtount =0.

S—huc,{-u.:re. OE w‘h’lt'dl' %OCL‘K . TQO'-CP
\
do ; o (2

wcu{— [w'ﬂ:')'
// wm-l-uaa leﬁ)ovrmd
ﬁmj (w'al:.-')

¥ womile (TRUED;

Sy ckure % Seader Process -
do ¢
watt Cenutesds

Teadcount ++ °
u«b (_ALadCOunt ==1)

walk (u:)'rt-.)
Slam-’l Cm:ﬂrex')/'

[ oy 5 P
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wait ( mutex ) ; EnggTres.com
Teadtount ——

-ff) (swadcount = =0)

gaoal (wrt Dy

Sranal (muwtexDs

Jwontte (TROED

‘Reader — Wiviter Jdocks ave most ..wse.bul in the
{oltow&a LPHuottons -

A To O{JPL‘LCa’rfcm aohae. It A2 eazd to 'ff!_eiﬁ‘oéf
which wais.% OHUJ 4ead Abaved data and
aohich P‘D‘UC%SEE Oﬂl-d write 4bhaved data.

iy To a_PP rong dtat Aawe o Seaders thand
g nAs
(woitevs. “This Jo  becorfe qeades —~ writer Aoc

al 'b’e,quire. nNoYe
gz: oves  (o¥) mutuol  exclusion Doens. The

cencwrveney  of,  allow mulaﬁplﬂ- yooders Compensalzs
or the ‘ovesbeod JDvotved U0 /sa’c{&aq up the
yeader- witter lock.

% “The oE)Tr)‘i"ra _ Ph?LoStherS profolen>
Corstder 5 philosepbess awho A}amd -thelr
w and ety - The. philosopbers shave a
coscndar  kable  ASusvounded by five Cchabs, each
S priloscpher.
Tn Centey  of Aable & a bout of,a%’ce;,
and the toble f2 Jofd  alth 5 ,;coaa,, Chopstichs.
7 When Ph?LotheT AirKg, she doeg Dot b teect

Qoth her C,oﬂmaw«s.

= fome Aime 10 fme , a Ph?toso]::be:a (?&4'5 bwﬁb}j

Laes
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i “ |
and  foes  to PP EmpgTtee.cotwo  chopstiths that
ave closet to  Per C«f-hg, chgp_c-f?CM that ave
between bevy ard  bex | ,%t and r‘mﬁht nu"a%boTS)-

A phftosqi}m’.“maﬂ pless wp only one
Chopgh‘C.H at a Hme. ;oﬁvioux{td 5 Lhe c?mot- Pﬂ:h LLP

© T j) +fe. hand (88
a cth;th that @ alvea ’ﬂ‘;ﬁ .

Nefgbboy. hen a /Fvwﬁr}j ph?toso)ober Has s
s ot the Lame time, she eats

eleas v ¢ons . When abe i fyinfhed
z‘l’f\fﬁa, g::e Puisbq)sdciwn bott of, her Chcpﬁwcm
Stovts 'thmﬂma aﬁam
(ol {DQVLLDF &0 a'[go'afﬁ‘wm whese no Philosopher
Stawes. Sz, eve.wd Phitegpher  £howud evertually 6‘-’*
A (hance 1o eat.
The &Houckure  Of phi tosephe b s
ChuPsl-'t’ch [6] unitialized to |
Stouckuce of, philogophex [
do §
unfe (cbglxl—?cﬁ [_EJ);
walk  (chopstich LcevD /-5 :D 5

[ - -

’ P,
ggpal. (chepstcn T192;

e [en> 151D
8?8001 (CF’OPS‘MH (oo -575

/] thik

S ubite (TRUED;
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The  Sttuation GEHESBMing  phitosepber -

One /s?mPu Lotution s o represent ecach choPng?cH
Jotth o Lerophore -
Shaxed data : Stak [5] C’chavhfma,hunanj,eaﬁg:
Sy [5]: Cevaphove : 9 nit +o alldf
Mutex : Gernaphore § fut to l}
M« (Pea) s § Ly ndghbout]
?fla‘ht : (P+) k5, ‘{?f%ht ”J(T&bau}

S

5 fLosthe“a (t) Fa-ltba o
State (1 :"“”ﬁ’ﬂf' wark (muteads
Sl‘ﬂnaj_ Cmu:te‘x')/'

4 (statz L7 | = gatrg)
Wadt (e LT );

75

Downloaded from EnggTre


Rectangle

Ellipse

Rectangle

FreeText
75


,E Vofd  test (ubb ¢ ) EnggTree.com
8 (bt (4] = satrg) wie (state[iT == hugs)
fe g C&‘[‘CLE Cm‘gﬁk)! = caﬁ])a)

2 State [EI; Cathg -
: Spoal (g (1);

Votd  putdewn (iht ()

‘; Stote DJ :‘fﬁfﬂ‘Kﬁ)@;
wai't C&i{j P

[ test At L afgm &%m m"ﬁ%bouﬁs
o

} test 'C?ﬂa’hbgj

Sevexal poastbla Kemedfos to the deadlock problem
oxe Qicted hext.
¥ Pllow ot most %eu:s FH?LDSDP})@S to be /S‘IHG'@

/Sfmu,l)cwwouzl.tj at e table.
¥ Allow o Ph?(.osglbhe:u 4o ‘Pfch Cep hex cbgfs-h“'cm

Onud “ﬁfj ot chng{?cm coe avellable .
¥ e an aymmetic &wﬁcn-/#nt.fs,an?iﬂl
E)\W PICKS P :5&5&: j)er Lofit chopstictis
and then bev 'aﬁ'd%l: Chopetichs (;Ohueﬂ& an
Plens P hew ?rﬁht Chopstich

oep pIFLosphsy
a fh;}f\?; Aot Chopstich -
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(&I) C'a?-k-?‘caj B y\‘g@,?ongﬁ EnggTree.com
; = Regions uﬁemcra ::—om care Shaved vesioble
eatclucle coh Othes D Hme . |
% > When a Process tois 10 exacute mm@ﬁmd '
%&%a.tzm&ﬂt? the Bootean eaf?rmioof%«& evaluale i’f. g |
éj’f) B & tue, gatement S ﬁeemwbﬂ- Iﬁm
%ﬁmg the Peocess s daaae;d UH ra; becvmz;w
and po ©fber peocess B ap the T’ﬁ‘m el

Lotk V.
Limitations -

t

\
> (onditional  Coiticad uau;ws are AU distibuted amo‘ﬁ
]-ﬁu, 'P;o@mm code .
= T?wirj ave Move chﬁ;%adjc +o melement— zﬁﬁfdeﬂﬂg
toan /éemafbowﬁ. |
(“?&) Monfters -

‘Monttoxe are based on abstvact data W Ht
Monitoy L2 & goramidg L comebyuck  thoe

‘ 28
Provicles eq)ui\fdl@nt- bunchoﬂalt ‘o that op Lemapho
but B eoter 10 contxot. | A moottos (onslts O
Drotadures, the Lhaved object and adminiztvattve

doto..
harackextst ¢ OB a monttor -
(0 th@ one ‘PAOC@% can be actve aofthth dhe

ak a Hoe- ‘
@) The local data vastablee ave accessible ontat b’d

the roonftove rl)wwfu;mg and ot bej aﬂéj
entevnal *fmoaz duxe.

rnonttor
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‘I (3-) Pj PAOCG% entexs rﬁ-&ggm ba ._ﬁ)vo{’{:fej

| one cb Tte Paomd.uw,z

(%) Monftov puovides /?’1615 lovel o‘b X qyonfg;a'hcn
The 4 Chwnfg)ahon op

/QFeu Jncma Name mcut ard ,g‘@naj, whfeh

axe emwt}_d Lotthid .ﬁ-,_e_ Trenitons 'Paocadu‘re&
(5) Menitox ave a dovel  data  abstracton
toot  Comhing %ng\i’@&me&:
1) &haved data
[8) opewation o0 data
3 %ncbwr%aﬁm,

Monitor V
1Y

Shared data

,gchedulll‘g ,

A ronttoy -4 charactersed bbl a

Sek of, P Farnrey dﬂﬁmzol cperatons.
L [l Menitos dextred 1o /SlmPhﬂ‘g
———— the C,DmPLﬂ.'a(I ob ,ggnch-aomg)ahcn
Poblems. Fvesy 4 cheenization
that can be fotved 0ttH ronito”s i
Can also be &olved mlf;TéAE& ¥ en,

N~——— | o Vi versa . (Monitos
OFamhm o i G0
abstract data t‘EﬂD&S e

Tnittalizalien | ghoteack data h @
w"/' One Prowss m@g&be. euwﬁn‘a

Paocedure ot cgwen -{-trm Procssss

c‘urﬂ?a entes to roenttor  uohen b Jk

MUt ,wa.Ll: b oAt 18 awfomahca.utl )
-i'hﬂi‘r’mffﬂ’“‘) The above dfaﬂrm £Lhoug the ASchematc

ém obo.mon&ov
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A monttor L& a Ac%»hggavee cordule  consistd cb one
(0¥) move PAomduvM, an Jnitiolization SeQuente and

Jocal data.
%r){ax Ob moni"’cm;

Monttoy  monftor — Name

®
de davation O'b @hared variable

Hocedure lzdaRC)

Pn C)-
Proceduire boc%

3 4 JniHalizaton code
3

The ronitor  constauck Ams been Impl ememfi
B, b, . W _U“PIMM
Monitors axe A ea!cwe -[-hc_
with  the o comp 1(e'r e to
&8& o4 moche-r r)d.l.{-fon/ £ am_l ,,uxu.t- ard no’f‘*‘d
Compiler Lngext -»LLHU— pits h code un the P“ﬁ’am

data  Vasicbles AD e monitor can be cwcessed bg On&at
One paocess at o fme. A Sbaved dota Atuctuve
can be p&o{-ed'e-d bg Pl.aw”aa % b o monitor. The data
Sngide  the menttoy M be efthea ol 4o al

Puotedusies aolth®d the menitors (os) Local to &
/SPetfﬁC- f;wwﬂ-“'w
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EJMQ conditton  vaxiobls arxe  Contained Joitho
| the monltor and  acesible  Only withy the nonltor.
Two conditton Vasiables ave;

D X WaE LY = &uFend exoption cb the calbba Process
6n coendition X. The monitor J& Now available 507
Mo by another Proes-

V“’D X. 88001[); Keswmn 2 oxeution ob geme

4&%Pendzd ofper x.walt on the mdfjrﬁ;;;;g
This OPemﬁcn A esurvies emcﬂd pne ASuspen

o (o] Oﬁ_)

A Condiion Vowiable 15 Mke a Lernaphore. , U
two  diffevences ; o
Y Counts the numbes oﬁ enLss .Uf’OFﬂﬂ ’

P
() A Lenaprove ! | m
but a gignal 'Q'Pemﬁcn on o cendition vavable &as

P}{O s

(@) A wait ob a cepdition  Vaziable a,t.&om{'fcaua/
dﬂzﬁ an -MPcm mmeni’tw ke and blotks the

S Menttoy JLotth cenditien vasiables.
Shaved
guipd (TP y
Ofﬁoc}"‘“ “‘5‘00’, > 01 Fnty Quets

o P =

v 00

Opevations

Tnettalization
\_/CO"“
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Monftoy oith Cmdfh‘%wg-\l:fgzﬁ ggr(r}/g 5

Sanm . T nﬁrﬁaw_ cenddtion §

Public  void x.,g;@mu)
Public veld x. gdait (D
} A
Each cendiien vosable (% amodated L0ith Lome
cead  Cendition N the Atake ob the mon:fo;n ek
i:;af:gfclev qobat /?ine.rvz When a  Consumer A
en the nenemphd condition vamiable and producet
calls odd.

(1) The Paoadiites adds +the ttem o the buﬁger
and calls nene.mphd Xl £5,

() The Producr i j,mmediafdbl Hocked and the
consumey Js  allowed o continle

(2) the Cenumey Yermoves the em ,ﬁwm the hufher
and laves the moenitor.

(%) The Producs awakies Lp aod sibce the ,g?ﬁnaﬂ
opernton oait the Aut statement D add, “Aeaves
the monttor.

ase  pagler apd  Lale .w,wge_but
bl My i 0m 1% LA

b&j the monttoy. Java & mah‘iog Mmonttors  muc

Move *POPulmr ond  well known-

98 maK':Da e mutuad  escclusgion OB cwiticad .
Yegiors automadte , menitors make P:LmM Pecammmr!(»j
Much Jdess estor Prene Than LT Amaf:bcm%.
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Qvaw backs OE nMondtors

chwmf:nu(j 3{7 o monttor
- Alhce  onl :
ifl{” o Hire.

| () Thewe .f& e -Poggtblm-tj
'Degted monitors  Calls.

(2> Monitoy COnco.Pt S Lk

CO\’T}ffJOn(tj e Pgﬁramm(f.a "Ea’ﬁuﬂﬁ”

() Monitox canmot easlt

|

|

! Mon{tors !
! AN AN

.‘ ‘) Monitore ave baced on

abstvact data +UP5

¥) Menitos were dewtved to
i}é‘lme:fa the Cc>mf>l¢-;mci'rdJ UE
4 hronization p(of:lem,s 8,

abShuc-hba awey details.
3) B monitoy U2 a-PgﬁmmﬁE

Construck that

aﬂyaol,m‘o.kz aLess
to Criticad Sectionk.

K) Monitor U85 Cordition
Variobles.

EnggTree.com
U) Majm" Aearess UE monito»s &
enca.FSu,lah'/s e YELOUALR 5

one i Prowss can be  active Lolthdh o
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absence OE

rmonttor

CE d_ead[ocws Jp the Casc.—UE

Dack OB Jm{:)lmn{-aﬁm mest

be cadded

e

plel naﬁvda Auﬂmv-}gd ;,U the Jﬁ,ﬁ“gﬁﬂ

S
), Sermphove L5 AN o]::zml"!g |
,e;aarm abstvact dato type.
Q) g.e,rmj:f')O're = dowved 4 #atton
Taemitives are dighicult to Mse
607 Complea Sbwchwmaaﬁm
Situations.
E) Sernaphores -f:wvfdf_ a 80&(11—
'P"“’PDS" mechantsm 'ﬁo-r

controllma acuss to  coitical
dectionk.

H) A Ccenditien vasiable %
Leke. o gemaphore with two
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| _({5_73) Qeadlochs : ENlﬁsggﬂ—rjae.com
A deadlock zhaﬁ)erw A0 OFevaE’na /S(fﬂm
Mfen two  or Mmore Paccosses Need Lome Reourls
1o CcmFLe.te thetk exccution Atot Je Addd E@W
Otbes  Doocess.
7 Bowss 1
e TS e
o
T\(Pwms o /

(-O -
« Deadlock 4> o¢.

To the above diagram, -the proces | £k
Aegownce 1 and (D 4o aapujyz_) Regouree & .
Stenllosly  Poocess R as Acsousce @ and Needs te
acquire” Resowsce |, Process | and Process & AL 4D
deadloct as  each dpem  Deeds the Otbers Aesouttl

o Complete  theB.  exeudion but peftber %@ﬁ
-w%llu“)(j 4o Aclinguish +thetn  gesoreaces.
(34) Systern medels -

UA Qustem Consists o a Linite Dumber OE)_F
Yesouses 4o be distaibuted amar@ a nNumber CB
CmnPe+m5 Paocesses.-

A Prouss MmMust geguust a Resource bebo&c uw‘(o@

St amd muwst Reeose +he Acgfource Obta .,wcu:a e,

A Prowss maa feQuues & Qs mamd AtLOURLLR
Qok ex af TE fepuived to car®y ©

CQ%E d k. A ‘Pxocm cannot ALQuwst‘

fhree  painters, ib the Aaéw #as only 4e0-

-
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|

"’n'(j utilize a vesousce 4p on%j the. ’50“9“’0)8 £eQuonce..

Under the posmal mo&nggﬁﬁe.cgpgaﬁm’ a process

?equut .

The Process AeQuesks  the ALLBOUKCLE. . :CB dhe

:\re,(?\,ws(: cannot  be 8-mn+ed ﬁﬁnedfat}.% C{j::u
jea., %W Aesousce b btw)a wiged ba ax:o

Proess), then <dhe 'm?uwréoa Process  mus
wntll fb can  acquire 1T

|

:[ LS

t
i.

|

I
l
|

(e

t weort
AeL0URCL «

- oh
The fhowss Can OPero-té:; S
example | ° the Acgource. S5 A PRD , T
Phocets  Can patot o0 the potter.

f?e_lease 1 The Proces seleases the AesoUALe -

| (@5) Deadlock chagoctesization -

e oo B ;
In « . deadlock Troceses Never :ﬁuu.ch Q’“‘*""ﬁ(ﬁ?

and ngfe,gn:momce/s ace ted UP, waa
Ottun " Jois | foom  Stemrting.
x Necu&roa Cendittonk
* Tesouace. — Allocotion 8mfah
2
* Neczs&a'rd Corditions - [N}D—l‘ﬂ _—
A deadlecr Aituation Can avtse \J‘b .
,ﬁoltowfoa eboux conditions  hotd );Tm;,dfanwux(a

a tem.
Aﬁ& _ 4 Mutuak Eacclusgion
* Hold and wait

:*Nopnwﬂf’ﬁcn

* Circutar watt
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"f Mutual Ezxclusion :

EnggTree.com "
Ableast one guwsousce must be Awld un c

émﬁmharabte_ Mmede. 5 that J5, pn%j Cre  Process at a
Hrme can se the Aesousce- T apother ?,aocw'i -
‘/Q»CQMH that Aesouxce, the ,ww{:;:g ?xogmwrzgecp.
be c{ddj&f:l untd the vesource ¢ been

¥ HoPd and wait -

A Prowss must be /?)JFAID@
and walting to acquise addition s
ate cu,cg,qgntnd [;eﬁr)a Sreld h(j otfes- Pxo ;

* No P&ee,mPhbD )
Hegources canmok  be de;{me L, &

e
ot deast one A

aﬂ,{&gom&gw

| A Set §Po,1>.,.-_}>n} wa_{h‘;—a Photess L .
Must east  guch 4hat K s M{{Da ,ﬁox a X«ng:
Aatd % 7 " ‘Pl 28 mﬁ_ﬁﬁ ﬁaf a  SUEeUR L /WL 5’
?a gy #%F Po-1 J2 ot 601 a  AesOUACL Mj— b‘a 1278
and B s wal+cb8 or o Hpgousce Aul 9 -

“Kesouwsce  allocotion 8101;}) )
; : £n
Deadlocts Can be descaibed nOAE Pﬂea/sbtj

{emg Q. df?fe,c&d 8rraf>h called c /Sg,gd‘zm
Lggousce. - allecation aafh- )

This 8raf>h consisbs of, o et T, Vesttces v
ard Qet 06 edgd E. The Aet UE vuﬁjw\-/-bs
Rastitioned foto fwo different Hpes podes - :

et ConAsl d
P:%Pl, PQ, y.-/(Pn}’ the £ "dﬂ%

all 4he active Processes up e A%*Wy a”’:}
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R=4 R, Ra,..., Rm §Enggleecom Consisihg o all
Ae8ounle -fcwjfm A0 At /Sarg'f’en’)

A divected ed :ﬁ-wn’l Process P- to LeLountl

,%{P"’ ¥ & denoted by - Rj, 4t /!f‘gﬂiM
APk Prows P bat  Acquustid  an  instance 73
Sesource Ri and 45 cusen waiting P4
| e Xj an s
thak Aesouxce. g

A diecked edgz fooro  Aesownee type Kj to
jKRO% PL“ s denotd ba IQJ_-? ﬁ(; Lt ,g,‘g,ﬁﬁu
That an unstance Ub Aesource- e &f Shas  been
allocated o process [ (LA dizecled ed
| B s Kj ‘.Jls___.milat a  Aequut ‘961\36 7

édlrecb_d" édgc‘x :EJ'-—} ﬁ B Ca.f[ec:[ QAAW E’ég'%

a

Hecousce — allocation 8m_Ph

|
]
]
; i Ra
| v o -
A 1 P
= . f
{ ® .:_‘ s
| \ '
| Ka-
| Riy

’Fl\c.{'oﬂat(a? we J(zf)meﬂ(: coch Proess B oas a
OU’»OLL and  each Aesousce e B atra Aﬁcfang&.
ESCDU?- gegousce. dgpe Rj rmay dave ’mo/yc +har aam’-
dnstante , we  sepAesent cach Auch wnstance as

;0\05 Lotpn  the Md’&rﬁﬁZ.
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Note 4hat a N—(PEﬂgé‘l'reéé%ﬁ Pcfnb to Qn'ﬁ
e Sectangle  Kj, awheeas T an m‘ﬁnmaﬂt )
must ~ also ouxfanai'z one ¢ e dots 40

e Aec{'u.na?.c-
| + The sets P, K and E.

P ‘{Pt, PQ,PS’}
K - ‘{ R, Ra, Ks, P‘b?‘
E & {P;-—> R, Ro>Rs, Bis b, R2> s,
; ka - P;, K — PB?I-
| * Resource.  dnstances :
: p One Jinstance G‘& LesolUAce ‘gr;e. i .
__‘Two Jnstonce 55 Agsounte: Hpe. Ha -

i =
! One Jnstante Lesounce Rs

v, Thyee  wtance ab Aegounte ?pz % -

X P(ocm A+ales -
UJ%mﬂfs(%dd&a@mwcﬁ
"'UT).'_ Ry and U8 wcwtha eﬁﬁ‘ﬁ ay  JORRnee

e N R, and
g Frowss By s Aotding an in&’fa”“";?ﬂ,m

o, e

2
Aas emdud
T eath Sesonrce
b y trx?:za deadlocks  Aas pecumad - Th
segotuce  TYPEEs each
4Ahen «
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ree.com -
To thée case, A e Un the h,usbo-Ho’aCL
ne,cwnuej and a /Su%u:eﬁt Conditien %o'o’ 1P,  esusten
ofy deadlech:

| Tn the Aia.} zu,FPose. that  process P2 AeQuests
an  Ahstance U‘E Re8OUALE '8[9@ Ra .

Regousce - allocation 810]0\3 with a deadloct.
R3

Fach Pxocess Jbvofw:dEnD e %(;(:. % deadtoctied .

14

|

R,

f Shce. 0o Reoukte nstance AL Wh‘a
|

i

|

avaf [abtlz >

G jequest edge By Ra added 1o Ythe goapd
Lhown  above. ) ..
Two minfmal Cdd,z,s oxisl- JP The A’g@‘l’@m Y

G- B Pg_;gs—%f)s—«;'?z%ﬁ
fa> Hz — P > K2 — 1.

(\P”O@”% P 5 V. 7 and Pz ase a{eacﬂocﬁed) Process 2

J5 asd or 4t Asesouste. K3, Lohlfech £ /?:fz,:fcib&
- bt o 2
tThocess [ - frocess Pz A2 uway.-%ma ﬁc:; @:R&
Aegotis ’

Fhotess | ox  [PROcUS Px o Sedease st e, i

In adicﬂﬁon, Process p, & ,,wwl*v?a :Bow
Aeleafe  SHLsOUALC- K -
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|
| Fsowce - allocatioB"SREAOMSN o cyele but

Nno deadlock .
i

@ (P

ﬁ Py

However thee & 0o deadlocs . obsave that Bocss Py

FosRiosPs>Rh.

mid Lelease O qhstonce cﬁ 2£COURCE ';?2_ That
Aegouste can then be allocated 1o P3, 'aeaﬁfbg

IT? a vesousce —~ allocation 8ra_’3h do:g not
Shave aadr,u; then the ASystem A2

; e, hen The
ead locked te. Tp there L8 & GYCES )
e - 600& be 4D acddaad(oc?fed At

Aystem ma'éf 0%
14:55 obSenation Jx JLmportant achen  We ;‘lﬁ‘kﬁ
with the deadlocs problem.

@6) Metiods Jo Handling deadlocts
e £ .
G[Wawd S(De,am‘fna , we Can deat m"fﬁ

the  deadlock  Problem n one of, 3 WS

- We @n Me. & Protowt to Pwmb. or avoid
deadlocs, enswing thot -Ahe Sgﬂ?&m aotll - Nevei
entey o deaA{DCﬁ Aotz .

= We can allow the S\zfsfke,m 40 enter o
Stale , detect &, and Secover-

— We can Jgnote. the Phoﬁlmdfvﬁe’fﬁe‘r and PA::I‘ZJ‘IG{

1hat deadlocks never ©OCCUA .,LOD +he AX«!"’EJTL.

deadtocked
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) &:9_ D&ac‘ lock PreventiorEnggTree.com
! We Can Prevent deadlock by ehmumag any
QB the .ﬁowL cendiHens.
¥ Mutual Exclusion.
¥ Hotd and wait |
x  No Preompticd J
¥  Circwlar wark |
¥ Mutwal Focclusion : ?
- Not M,Qui:h’e.d Eﬁm Sharab |
- Must Aotd <':E0's non ghamble ALsOUALES. - E
-  Cannot Prevent deadlocks by L e -
exclusion  cordition (.mm ase o Sharable Auowtws)

¥ Hofd and otk -

-2 Must 8unmn{31 tak aoteneves a Paoces®

feQuests o AesoLuUs, £t does not Aotd c:m.do‘f'h“

Argousces .
- Requive froces Ao Aec?w/l
all s mOuAcas baf}oaz. £t /;7,1,5 exewtion
= 3 cégsfhe,m cals  Aequusting Acsountes phece
Dtfes Ayg‘fm Calls.
when
=  Allow Process -to AeQuest AesOUALLE only

E anol be CLLLOCﬂ-ﬁd

de all

cens Ahas  Done.

Ea; Troess  copy o %‘LLL and point the

a  disk l.(L (_Qo-xl;-

Tesults -{-O a Pzn.rﬁ‘m’ "
low Aesoutce. A f(Lzotfon Ctanvadfon ot

90
Downloaded from EnggTree


Rectangle

FreeText
90


Heve., -he Agsources EpggTree.com

£ 3 f:ﬂ-FQ drive
% disK
x Paloter. AU the 3 sesouxces must be

'] [+ Ye_
| Msed b(l-] the ‘F.qoc%S. Tt hod the ‘Fun'{‘a #,— 48 f_nﬁ
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Oﬂcammoda:& | CDFL‘L&

0ses ad £ must ;.owd.z_ dmzcl: aceess” to —H’LEE&

Memevy &

-~ Kot ouwt, Rott &H -  Aw Variant sed %1‘37‘
Pmotﬂ’ra boaged 4c ajdorﬁ’dhrm Nouvexr — P?ﬂo'““a
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UNIT-1V

FILE SYSTEMS AND 1/0 SYSTEMS

Mass Storage system — Overview of Mass Storage Structure, Disk Structure, Disk Scheduling and
Management, swap space management; File-System Interface — File concept, Access methods, Directory
Structure, Directory organization, File system mounting, File Sharing and Protection; File System
Implementation- File System Structure, Directory implementation, Allocation Methods, Free Space
Management, Efficiency and Performance, Recovery; 1/0O Systems — 1/O Hardware, Application 1/0
interface, Kernel 1/0 subsystem, Streams, Performance.

Mass Storage system: Overview of Mass Storage Structure

Mass Storage system:
Mass Storage refers to systems meant to store large amounts of data. Mass storage system is where
the operating system is stored, where all our PC programs are kept and where we keep the stuff we create and

collect.
Magnetic Disks

Magnetic disk provides bulk of secondary storage for modern computer systems.

Traditional magnetic disks have the following basic structure:

One or more platters in the form of disks covered with magnetic media. Hard disk platters are made of
rigid metal, while "floppy" disks are made of more flexible plastic.Common platter diameters range from
1.8 to 5.25 inches.

The two surfaces of a platter are covered with a magnetic material. We store information by recording it
magnetically on the platters.

Each platter has two working surfaces. Older hard disk drives would sometimes not use the very top or
bottom surface of a stack of platters, as these surfaces were more susceptible to potential damage.

Each working surface is divided into a number of concentric rings called tracks. The collection of all
tracks that are the same distance from the edge of the platter, (i.e. all tracks immediately above one another
in the following diagram) is called a cylinder.

Each track is further divided into sectors, traditionally containing 512 bytes of data each, although some
modern disks occasionally use larger sector sizes. The data on a hard drive is read by read-write heads.
The standard configuration (shown below) uses one head per surface, each on a separate arm, and
controlled by a common arm assembly which moves all heads simultaneously from one cylinder to another.

The storage capacity of a traditional disk drive is equal to the number of heads(i.e. the number of working
surfaces), times the number of tracks per surface, times the number of sectors per track, times the number
of bytes per sector.

In operation the disk rotates at high speed, such as 7200 rpm (120 revolutions per second.) The rate at
which data can be transferred from the disk to the computer is composed of several steps:

CHENNAI INSTITUTE OF TECHNOLOGY-2104 Page 1

™ [ (] £ — T
DJOWITIOdueU ITOIT =gy 11ee. COITI



track t — spindle

— arm assembly

sector s

cylinder ¢ —

platter '

o

rotation

Moving-head disk mechanism.

The positioning time, the seek time or random access time is the time required to move the heads from

one cylinder to another, and for the heads to settle down after the move. This is typically the slowest step in the
process and the predominant bottleneck to overall transfer rates.

The rotational latency is the amount of time required for the desired sector to rotate around and come
under the read-write head. This can range anywhere from zero to one full revolution, and on the average will equal
one-half revolution. The transfer rate, which is the time required to move the data electronically from the disk to
the computer. Disk heads "fly" over the surface on a very thin cushion of air. If they should accidentally contact
the disk, then a head crash occurs, which may or may not permanently damage the disk or even destroy it
completely.

Floppy disks are normally removable.Hard drives can also be removable, and some are even hot-
swappable, meaning they can be removed while the computer is running, and a new hard drive inserted in their
place.

Disk drives are connected to the computer via a cable known as the 1/O Bus. Some of the common
interface formats include Enhanced Integrated Drive Electronics, EIDE; Advanced Technology Attachment, ATA,
Serial ATA, SATA, Universal Serial Bus, USB; Fiber Channel, FC, and Small Computer Systems Interface, SCSI.
The host controller is at the computer end of the 1/0 bus, and the disk controller is built into the disk itself.

The CPU issues commands to the host controller via I/O ports. Data is transferred between the magnetic surface
and onboard cache by the disk controller, and then the data is transferred from that cache to the host controller and
the motherboard memory at electronic speeds.
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Sometimes old technologies are used in new ways as economics change or the technologies evolve.
An example is the growing importance of Solid-State Disks, or SSDs. Simply described, an SSD is non-
volatile memory that is used like a hard drive. There are many variations of this technology, from DRAM
with a battery to allow it to maintain its state in a power failure through flash-memory technologies like
single-level cell (SLC) and multilevel cell (MLC) chips.

Magnetic Tapes

Magnetic tape was used as an early secondary-storage medium. Although it is relatively permanent and
can hold large quantities of data, its access time is slow compared with that of main memory and magnetic disk.
In addition, random access to magnetic tape is about a thousand times slower than random access to magnetic
disk, so tapes are not very useful for secondary storage.

Tapes are used mainly for backup, for storage of infrequently used information, and as a medium for
transferring information from one system to another. Some tapes have built-in compressions that can more than
double the effective storage. Tapes and their drivers are usually categorized by width, including 4, 8, and 19
millimeters and 1/4 and 1/2 inch. Some are named according to technology, such as LTO-5 and SDLT.

Disk Structure:

A hard disk is a memory storage device which looks like this:

The disk is divided into tracks. Each track is further divided into sectors. The point to be noted here is that
outer tracks are bigger in size than the inner tracks but they contain the same number of sectors and have equal
storage capacity.

This is because the storage density is high in sectors of the inner tracks whereas the bits are sparsely
arranged in sectors of the outer tracks.

Some space of every sector is used for formatting. So, the actual capacity of a sector is less than the given
capacity. Read-Write(R-W) head moves over the rotating hard disk.

It is this Read-Write head that performs all the read and write operations on the disk and hence, position
of the R-W head is a major concern. To perform a read or write operation on a memory location, we need to place
the R-W head over that position.
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Track sector

Disk sector

A track

Some important terms must be noted here:

1.  Seek time — The time taken by the R-W head to reach the desired track from it’s current position.

2. Rotational latency — Time taken by the sector to come under the R-W head.

3. Data transfer time — Time taken to transfer the required amount of data. It depends upon the rotational
speed.

Controller time — The processing time taken by the controller.

Average Access time — seek time + Average Rotational latency + data transfer time + controller time.

o s~

In questions, if the seek time and controller time is not mentioned, take them to be zero. If the amount of data to
be transferred is not given, assume that no data is being transferred. Otherwise, calculate the time taken to transfer
the given amount of data.

The average of rotational latency is taken when the current position of R-W head is not given. Because, the R-W
may be already present at the desired position or it might take a whole rotation to get the desired sector under the
R-W head. But, if the current position of the R-W head is given then the rotational latency must be calculated.

Example —
Consider a hard disk with:
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4 surfaces

64 tracks/surface

128 sectors/track

256 bytes/sector

1.  What is the capacity of the hard disk?

Disk capacity = surfaces * tracks/surface * sectors/track * bytes/sector
Disk capacity =4 * 64 * 128 * 256
Disk capacity = 8 MB

2. Thedisk is rotating at 3600 RPM, what is the data transfer rate?
60 sec -> 3600 rotations
1 sec -> 60 rotations
Data transfer rate = number of rotations per second * track capacity * number of surfaces (since 1 R-
W head is used for each surface)
Data transfer rate = 60 * 128 * 256 *

4 Data transfer rate = 7.5 MB/sec

3. Thedisk is rotating at 3600 RPM, what is the average access time?
Since, seek time, controller time and the amount of data to be transferred is not given, we consider all
the three terms as 0.
Therefore, Average Access time = Average rotational
delay Rotational latency => 60 sec -> 3600 rotations 1 sec
-> 60 rotations
Rotational latency = (1/60) sec = 16.67 msec.
Average Rotational latency = (16.67)/2
= 8.33 msec.
Average Access time = 8.33 msec.

Disk Scheduling and Management

Disk scheduling is done by operating systems to schedule 1/0 requests arriving for disk. Disk scheduling is also
known as 1/O scheduling.
Disk scheduling is important because:

Multiple 1/0 requests may arrive by different processes and only one 1/0 request can be served at a time
by disk controller. Thus other I/O requests need to wait in waiting queue and need to be scheduled. Two or
more request may be far from each other so can result in greater disk arm movement.

Hard drives are one of the slowest parts of computer system and thus need to be accessed in an efficient

manner.
There are many Disk Scheduling Algorithms but before discussing them let’s have a quick 1ook at some of the

important terms:

Seek Time: Seek time is the time taken to locate the disk arm to a specified track where the data is to be read or
write. So the disk scheduling algorithm that gives minimum average seek time is better.
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Rotational Latency: Rotational Latency is the time taken by the desired sector of disk to rotate into a position so
that it can access the read/write heads. So the disk scheduling algorithm that gives minimum rotational latency is
better.

Transfer Time: Transfer time is the time to transfer the data. It depends on the rotating speed of the disk and
number of bytes to be transferred.

Disk Access Time: Disk Access Time is:

Disk Access Time = Seek Time + Rotational Latency + Transfer Time

Disk Response Time: Response Time is the average of time spent by a request waiting to perform its 1/0
operation. Average Response time is the response time of the all requests. Variance Response Time is measure of
how individual request are serviced with respect to average response time. So the disk scheduling algorithm that
gives minimum variance response time is better.

Disk Scheduling Algorithms

1. ECES: FCFS is the simplest of all the Disk Scheduling Algorithms. In FCFS, the requests are addressed in
the order they arrive in the disk queue.
Advantages:

Every request gets a fair chance
No indefinite postponement
Disadvantages:

Does not try to optimize seek time
May not provide the best possible service

2. SSTF: In SSTF (Shortest Seek Time First), requests having shortest seek time are executed first. So, the seek
time of every request is calculated in advance in queue and then they are scheduled according to their
calculated seek time. As a result, the request near the disk arm will get executed first. SSTF is certainly an
improvement over FCFS as it decreases the average response time and increases the throughput of system.

Advantages:

Average Response Time
Decreases Throughput increases
Disadvantages:

Overhead to calculate seek time in advance
Can cause Starvation for a request if it has higher seek time as compared to incoming

requests High variance of response time as SSTF favours only some requests
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3. SCAN: In SCAN algorithm the disk arm moves into a particular direction and services the requests coming
in its path and after reaching the end of disk, it reverses its direction and again services the request arriving
in its path. So, this algorithm works like an elevator and hence also known as elevator algorithm. As a
result, the requests at the midrange are serviced more and those arriving behind the disk
arm will have to wait.
Advantages:

High throughput
Low variance of response
time Average response time

Disadvantages:

Long waiting time for requests for locations just visited by disk arm

4. CSCAN: In SCAN algorithm, the disk arm again scans the path that has been scanned, after reversing its
direction. So, it may be possible that too many requests are waiting at the other end or there may be zero or
few requests pending at the scanned area.

These situations are avoided in CSAN algorithm in which the disk arm instead of reversing its direction goes to
the other end of the disk and starts servicing the requests from there. So, the disk arm moves in a circular fashion
and this algorithm is also similar to SCAN algorithm and hence it is known as C-SCAN (Circular SCAN).

Advantages:

Provides more uniform wait time compared to SCAN

5. LOOK: It is similar to the SCAN disk scheduling algorithm except the difference that the disk arm in spite
of going to the end of the disk goes only to the last request to be serviced in front of the head and then
reverses its direction from there only. Thus it prevents the extra delay which occurred due to unnecessary
traversal to the end of the disk.

6. CLOOK: As LOOK is similar to SCAN algorithm, in similar way, CLOOK is similar to CSCAN disk
scheduling algorithm. In CLOOK, the disk arm inspite of going to the end goes only to the last request to be
serviced in front of the head and then from there goes to the other end’s last request. Thus, it also prevents
the extra delay which occurred due to unnecessary traversal to the end of the disk.

1. FCFS Scheduling:

The simplest form of disk scheduling is, of course, the first-come, first-served (FCFS) algorithm.
This algorithm is intrinsically fair, but it generally does not provide the fastest service. Consider, for
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example, a disk queue with requests for I/0 tobISCKs oY cylinders

I/0 to blocks on cylinders
98, 183, 37, 122, 14, 124, 65, 67.
queue = 98, 183, 37, 122, 14, 124, 65, 67
head starts at 53
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FCFS disk scheduling.

If the disk head is initially at cylinder 53, it will first move from 53 to 98, then to 183, 37, 122, 14,
124, 65, and finally to 67, for a total head movement of 640 cylinders. The wild swing from 122 to 14 and
then back to 124 illustrates the problem with this schedule. If the requests for cylinders 37 and 14 could be
serviced together, before or after the requests for 122 and 124, the total head movement could be decreased
substantially, and performance could be thereby improved.

2. SSTF(shortest-seek-time-first)Scheduling

Service all the requests close to the current head position, before moving the head far away
to service other requests. That is selects the request with the minimum seek time from the current
head position.

queue = 98, 183, 37, 122, 14, 124, 65, 67
head starts at 53

0 14 37 b36567 898 122124 183199
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Total head movement = 236 cxlinders
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3. SCAN Scheduling

The disk head starts at one end of the disk, and moves toward the other end, servicing requests as it
reaches each cylinder, until it gets to the other end of the disk. At the other end, the direction of head
movement is reversed, and servicing continues.

SCAN disk scheduling.

4. C-SCAN Scheduling

gueue = 98, 183, 37, 122, 14, 124, 65, 67
head starls al 53

gueue = 98, 183, 37, 122, 14, 124, 65, 67
head starts at 53
0o 14 37 bH3B6567 88 122124 1831989
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Variant of SCAN designed to provide a more uniform wait time. It moves the head from one end of

the disk to the other, servicing requests along the way. When the head reaches the other end, however, it
immediately returns to the beginning of the disk, without servicing any requests on the return trip.
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5. LOOK Scheduling

Both SCAN and C-SCAN move the disk arm across the full width of the disk. In this, the
arm goes only as far as the final request in each direction. Then, it reverses direction immediately,
without going all the way to the end of the disk. LOOK scheduling improves upon SCAN by looking
ahead at the queue of pending requests, and not moving the heads any farther towards the end of the
disk than is necessary. The following diagram illustrates the circular form of LOOK:

queue 98, 183, 37, 122, 14, 124, 65, 67
head starts at 53

0 14 37 b36567 98 122124 18319¢
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C-LOOK disk scheduling.

Disk Management

1. Disk Formatting:

Before a disk can store data, the sector is divided into various partitions. This process is called

low- level formatting or physical formatting. It fills the disk with a special data structure for each
sector. The data structure for a sector consists of

v Header,

v/ Data area (usually 512 bytes in size),and
v Trailer.
Error-Correcting Code (ECC).

This formatting enables the manufacturer to
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1. Test the disk and Agg
2. To initialize the mapping from logical block numbers

To use a disk to hold files, the operating system still needs to record its own data structures on the
disk. It does so in two steps.

(a) The first step is Partition the disk into one or more groups of cylinders. Among the partitions,
one partition can hold a copy of the OS‘s executable code, while another holds user files.

(b) The second step is logical formatting .The operating system stores the initial file-system data
structures onto the disk. These data structures may include maps of free and allocated space and an
initial empty directory.

2. Boot Block:

For a computer to start running-for instance, when it is powered up or rebooted-it needs to have an
initial program to run. This initial program is called bootstrap program & it should be simple. It
initializes all aspects of the system, from CPU registers to device controllers and the contents of main
memory, and then starts the operating system.

To do its job, the bootstrap program
1. Finds the operating system kernel on disk,
2. Loads that kernel into memory, and

3. Jumps to an initial address to begin the operating system execution.
The bootstrap is stored in read-only memory (ROM).

Advantages:
1. ROM needs no initialization.
2. lItis at a fixed location that the processor can start executing when powered up or reset.

3. It cannot be infected by a computer virus. Since, ROM is read only.

The full bootstrap program is stored in a partition called the boot blocks, at a fixed location on the
disk. A disk that has a boot partition is called a boot disk or system disk. The code in the boot ROM
instructs the disk controller to read the boot blocks into memory and then starts executing that code.
Bootstrap loader: load the entire operating system from a non-fixed location on disk, and to start the
operating system running.
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3. Bad Blocks: g E
The disk with defected sector is called as bad block.
Depending on the disk and controller in use, these blocks are handled in a variety of ways;
Method 1: “Handled manually”’

If blocks go bad during normal operation, a special program must be run manually to search for
the bad blocks and to lock them away as before. Data that resided on the bad blocks usually are lost.

Method 2: “sector sparing or forwarding”

The controller maintains a list of bad blocks on the disk. Then the controller can be told to replace each
bad sector logically with one of the spare sectors. This scheme is known as sector sparing or forwarding.

A typical bad-sector transaction might be as follows:
1. The operating system tries to read logical block87.
2. The controller calculates the ECC and finds that the sector is bad.
3. It reports this finding to the operating system.

4. The next time that the system is rebooted, a special command is run to tell the controller to replace
the bad sector with a spare.

5. After that, whenever the system requests logical block 87, the request is translated into the
replacement sector's address by the controller.

Method 3: “sector slipping”

For an example, suppose that logical block 17 becomes defective, and the first available spare
follows sector 202. Then, sector slipping would remap all the sectors from 17 to 202, moving them all
down one spot. That is, sector 202 would be copied into the spare, then sector 201 into 202, and then
200 into 201, and so on, until sector 18 is copied into sector 19. Slipping the sectors in this way frees up
the space of sector 18, so sector 17 can be mapped to it.

Swap Space Management:

Modern systems typically swap out pages as needed, rather than swapping out entire processes. Hence
the swapping system is part of the virtual memory management system.

Managing swap space is obviously an important task for modern OS.
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Swap-Space Use

The amount of swap space needed by an OS varies greatly according to how it is used. Some
systems require an amount equal to physical RAM; some want a multiple of that; some want an
amount equal to the amount by which virtual memory exceeds physical RAM, and some systems
use little or none at all!

Some systems support multiple swap spaces on separate disks in order to speed up the virtual
memory system.

The interchange of data between virtual memory and real memory is called as swapping and space
on disk as “swap space”.

Swap-Space Location
Swap space can be physically located in one of two locations:

As a large file which is part of the regular file system. This is easy to implement, but inefficient.
Not only must the swap space be accessed through the directory system, the file is also subject to
fragmentation issues. Caching the block location helps in finding the physical blocks, but that is not
a complete fix.

As a raw partition, possibly on a separate or little-used disk. This allows the OS more control over
swap space management, which is usually faster and more efficient. Fragmentation of swap space
is generally not a big issue, as the space is re-initialized every time the system is rebooted. The
downside of keeping swap space on a raw partition is that it can only be grown by repartitioning the
hard drive.

Swap-Space Management: An Example

Historically OS swapped out entire processes as needed. Modern systems swap out only individual
pages, and only as needed. In the mapping system shown below for Linux systems, a map of swap
space is kept in memory, where each entry corresponds to a 4K block in the swap space. Zeros
indicate free slots and non-zeros refer to how many processes have a mapping to that particular
block ( >1 for shared pages only.)
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swap partition
or swap file
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swap map 1 0 3 0 1

The data structures for swapping on Linux systems.

File-System Interface — File concept

File: A file is a named collection of related information that is recorded on secondary storage such as magnetic
disks, magnetic tapes and optical disks. In general, a file is a sequence of bits, bytes, lines or records whose
meaning is defined by the files creator and user.

File Attributes
Different OS keep track of different file attributes, including:

Name - Some systems give special significance to names, and particularly extensions ( .exe, .txt,
etc. ), and some do not. Some extensions may be of significance to the OS ( .exe ), and others
only to certain applications ( .jpg )
Identifier
Type - Text, executable, other binary, etc.
Location - on the hard drive.
Size
Protection
Time & Date
User ID
File Operations

The file ADT supports many common operations:

o Creating a file
o Writing a file

o Reading a file
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o Repositioning within a file Y

o Deleting afile

o Truncating a file.

Some systems provide support for file locking.

o Asshared lock is for reading only.

o A exclusive lock is for writing as well as reading.

o An advisory lock is informational only, and not enforced. ( A "Keep Out™ sign, which may

be ignored. )

o A mandatory lock is enforced. ( A truly locked door. )

o UNIX used advisory locks, and Windows uses mandatory locks.

File Types

Windows ( and some other systems ) use special file extensions to indicate the type of each file:

file type

usual extension

function

executable

exe, com, bin
or none

ready-to-run machine-
language program

object

obj, o

compiled, machine
language, not linked

source code

C, ¢, java, perl,

source code in various

asim languages
batch bat, sh commands to the command
interpreter
markup xml, html, tex textual data, documents
word processor | xml, rtf, wvarious word-processor
docx formats
library lib, a, so, dll libraries of routines for

programimers

print or view

gif, pdf, jpg

ASCIl or binary file in a
format for printing or
viewing

archive

rar, zip, tar

related files grouped into
one file, sometimes com-
pressed, for archiving

or storage

multimedia

mpeg, mov, mp3,
mip4, avi

binary file containing
audio or AV information

File Structure

CHENNAI INSTITUTE OF TECHNOLOGY-2104

Page 15

Downtoaded from EnggTree.com




falal com

: — Engglree.com
Some files contain an internal structure, whicl¥ fhay 0F may not be known to the OS.
For the OS to support particular file formats increases the size and complexity of the OS.

UNIX treats all files as sequences of bytes, with no further consideration of the internal structure. ( With
the exception of executable binary programs, which it must know how to load and find the first
executable statement, etc. )

Macintosh files have two forks - a resource fork, and a data fork. The resource fork contains
information relating to the Ul, such as icons and button images, and can be modified independently of the
data fork, which contains the code or data as appropriate.

A File Structure should be according to a required format that the operating system can understand.
A file has a certain defined structure according to its type. A
text file is a sequence of characters organized into lines. A

source file is a sequence of procedures and functions.

An object file is a sequence of bytes organized into blocks that are understandable by the machine.

Files can be structured in several ways in which three common structures are given in this tutorial with their
short description one by one.

File Structure 1
1 Byte

e

Here, as you can see from the above figure, the file is an unstructured sequence of bytes. Therefore, the OS
doesn't care about what is in the file, as all it sees are bytes.

File Structure 2
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Now, as you can see from the above figure that shows the second structure of a file, where a file is a sequence of
fixed-length records where each with some internal structure. Central to the idea about a file being a sequence of
records is the idea that read operation returns a record and write operation just appends a record.

File Structure 3
| ant || Fox || Pig |!

[cat [ Gow [0 ] [Goat] wion [ owi | [Pony ][ Ret [ Worm]

| Hen | 1is [ Lamb ||

Now in the last structure of a file that you can see in the above figure, a file basically consists of a tree of records,
not necessarily all the same length, each containing a key field in a fixed position in the record. The tree is stored
on the field, just to allow the rapid searching for a specific key.

Access Methods
File access mechanism refers to the manner in which the records of a file may be accessed. There are several

ways to access files —

Sequential access
Direct/Random access

Indexed sequential access
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Sequential access I9

A sequential access is that in which the records are accessed in some sequence, i.e., the information in the file is

processed in order, one record after the other. This access method is the most primitive one. Example: Compilers
usually access files in this fashion.

beginning current position

ernd

e rewwind

Ee=— read or write ==

Sequential-access file.
Direct/Random access

Random access file organization provides, accessing the records directly.

Each record has its own address on the file with by the help of which it can be directly accessed for
reading or writing.

The records need not be in any sequence within the file and they need not be in adjacent locations on
the storage medium.

sequential access implementation for direct access

reset cp = 1k
read_next

read cp ;
cp =cp + 1;

write_next

write cp;
cp =cp + 1;

Simulation of sequential access on a direct-access file.
Indexed sequential access

This mechanism is built up on base of sequential access.
An index is created for each file which contains pointers to various blocks.

Index is searched sequentially and its pointer is used to access the file directly.

logical record

last name number

Adams
Arthur
Asher

smith, johmn Isocial-securi‘ty[ age
-

-
-

Smith P

index file

relative file

Example of index and relative files.
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Directory Structure:

A directory is a container that is used to contain folders and file. It organizes files and folders into
hierarchical manner.

Storage Structure

A disk can be used in its entirety for a file system. Alternatively a physical disk can be broken up into
multiple partitions, slices, or mini-disks, each of which becomes a virtual disk and can have its own file
system( or be used for raw storage, swap space, etc. )Or, multiple physical disks can be combined into
one volume, i.e. a larger virtual disk, with its own file system spanning the physical disks.

" - ] =~

directory directory

partition A < files = disk 2

- disk 1
directory partition C <

e

\

files

partition B files

- disk 3

| -

A typical file-system organization.
Directory Overview
Directory operations to be supported include:
o Search for afile
o Create afile - add to the directory

o Delete a file - erase from the directory

o List adirectory - possibly ordered in different ways.

o Rename a file - may change sorting order

o

Traverse the file system.

Directory organization

Single-Level Directory
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Simple to implement, but each file must'h&ve a tnigue name. The simplest method is to have one big list
of all the files on the disk. The entire system will contain only one directory which is supposed to
mention all the files present in the file system. The directory contains one entry per each file present on

the file system.

directory catl bo] I test] data mah] confl hex] reco

S A 0 A A A A

Single-level directory.

Two-Level Directory
Each user gets their own directory space.
File names only need to be unique within a given user's directory.

A master file directory is used to keep track of each users directory, and must be maintained when users

are added to or removed from the system.

A separate directory is generally needed for system (executable) files.
Systems may or may not allow users to access other directories besides their own

o Ifaccess to other directories is allowed, then provision must be made to specify the directory
being accessed.
o If access is denied, then special consideration must be made for users to run programs located in

system directories. A search path is the list of directories in which to search for executable
programs, and can be set uniquely for each user.

master file

directory user 1 | user 2| user 3 | user 4

., \

user file test data test data

JR S A R R R S R S R A

Two-level directory structure.

Tree-Structured Directories

CHENNAI INSTITUTE OF TECHNOLOGY-2104 Page 20

m [ (] £ [ T
powiroadued 1morn =gy rree. CoIml




Acyclic-Graph Directories

When the same files need to be accessed in more than one place in the directory structure (e.g. because

Windows only supports symbolic links, termed shortcuts.

Hard links require a reference count, or link count for each file, keeping track of how many directory

CHENNAI INSTITUTE OF TECHNOLOGY-2104 Page 21
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An obvious extension to the two-tiereddiréetory strticture, and the one with which we are all most
familiar. Each user / process has the concept of a current directory from which all (relative) searches
take place. Files may be accessed using either absolute pathnames (relative to the root of the tree) or
relative pathnames (relative to the current directory.)Directories are stored the same as any other file in
the system, except there is a bit that identifies them as directories, and they have some special structure
that the OS understands. One question for consideration is whether or not to allow the removal of
directories that are not empty - Windows requires that directories be emptied first, and UNIX provides an
option for deleting entire sub-trees.

root | spell ] bin | programsi
‘ stat I mail | dist | Ffind' count hex Ireorde I
prog copy reorder list find count
list oby | spell I | all last first

S S S S R

Tree-structured directory structure.

they are being shared by more than one user / process), it can be useful to provide an acyclic-graph
structure. (Note the directed arcs from parent to child.)

UNIX provides two types of links for implementing the acyclic-graph structure. (See "man In" for more
details.)

o A hard link (usually just called a link) involves multiple directory entries that both refer to the
same file. Hard links are only valid for ordinary files in the same file system.

o A symbolic link that involves a special file, containing information about where to find the linked
file. Symbolic links may be used to link directories and/or files in other file systems, as well as
ordinary files in the current file system.

entries are currently referring to this file. Whenever one of the references is removed the link count is
reduced, and when it reaches zero, the disk space can be reclaimed.
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For symbolic links there is some questionas'to what to do with the symbolic links when the original file
is moved or deleted:

o One option is to find all the symbolic links and adjust them also.
o Another is to leave the symbolic links dangling, and discover that they are no longer valid the
next time they are used.

o What if the original file is removed, and replaced with another file having the same name before
the symbolic link is next used?

root | dict | spell

list all w |count count|words| list

— [ist | rade

566

Acyclic-graph directory structure.

General Graph Directory

If cycles are allowed in the graphs, then several problems can arise:

o Search algorithms can go into infinite loops. One solution is to not follow links in search algorithms.
(Or not to follow symbolic links, and to only allow symbolic links to refer to directories.)
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o Sub-trees can become disconnected

ATran A~
1 Icﬁ.bul
om

erest of the tree and still not have their reference

counts reduced to zero. Periodic garbage collection is required to detect and resolve this problem.

root

avi

Jim

5\

text | mail | count

book

book | mail

& &

unhex

hyp

&

avi | count

&

General graph directory.

File system mounting:

unhex| hex

o

e The basic idea behind mounting file systems is to combine multiple file systems into one large

tree structure.

e The mount command is given a file system to mount and a mount point (directory) on which to

attach it.

e Once a file system is mounted onto a mount point, any further references to that directory actually

refer to the root of the mounted file system.
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Any files ( or sub-directories ) that hachrf]agrg;ligree %qﬁé' mount point directory prior to mounting the

new-fitesystemare now hidden-by themounted-fite-system,and-are notongeravaitabteFor thisreason

some systems only allow mounting onto empty directories.

File systems can only be mounted by root, unless root has previously configured certain filesystems to be
mountable onto certain pre-determined mount points. ( E.g. root may allow users to mount floppy
filesystems to /mnt or something like it. ) Anyone can run the mount command to see what file systems is

currently mounted.

Filesystems may be mounted read-only, or have other restrictions imposed.

(a) Existing System (b) Unmounted Volume

(b)
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users

sue jane

Mount point.

The traditional Windows OS runs an extended two-tier directory structure, where the first tier of the
structure separates volumes by drive letters, and a tree structure is implemented below that level.

Macintosh runs a similar system, where each new volume that is found is automatically mounted and
added to the desktop when it is found.

More recent Windows systems allow filesystems to be mounted to any directory in the filesystem, much
like UNIX.
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o Mount allows two FSes to be merged into one
= For example you insert your floppy into the root FS:

mount("/dev/fdO", “/mnt”, O)

bin dewv lils mint usr
(a) (b)
Root CD-ROM
/ / /
b X y a b
/ /
c d - A X y

File Sharing and Protection:

File Sharing
Multiple Users

On a multi-user system, more information needs to be stored for each file:
o The owner (user ) who owns the file, and who can control its access.
o The group of other user IDs that may have some special access to the file.

What access rights are afforded to the owner (User ), the Group, and to the rest of the world ( the

universe, a.k.a. Others. )
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o Some systems have more complicatet access control, allowing or denying specific accesses to
specifically named users or groups.

Remote File Systems

The advent of the Internet introduces issues for accessing files stored on remote computers

o The original method was ftp, allowing individual files to be transported across systems as needed.
Ftp can be either account or password controlled, or anonymous, not requiring any user name or
password.

o Various forms of distributed file systems allow remote file systems to be mounted onto a local
directory structure, and accessed using normal file access commands. (The actual files are still
transported across the network as needed, possibly using ftp as the underlying transport mechanism.

)

o The WWW has made it easy once again to access files on remote systems without mounting their
filesystems, generally using (anonymous ) ftp as the underlying file transport mechanism.

The Client-Server Model

When one computer system remotely mounts a file system that is physically located on another system,
the system which physically owns the files acts as a server, and the system which mounts them is the
client.

User IDs and group IDs must be consistent across both systems for the system to work properly. ( l.e. this
is most applicable across multiple computers managed by the same organization, shared by a common
group of users. )

The same computer can be both a client and a server. ( E.g. cross-linked file systems.
) There are a number of security concerns involved in this model:

o Servers commonly restrict mount permission to certain trusted systems only. Spoofing ( a
computer pretending to be a different computer ) is a potential security risk.

o Servers may restrict remote access to read-only.

o Servers restrict which filesystems may be remotely mounted. Generally the information within
those subsystems is limited, relatively public, and protected by frequent backups.

The NFS (Network File System ) is a classic example of such a system.

Distributed Information Systems

The Domain Name System, DNS, provides for a unique naming system across all of the Internet.
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Domain names are maintained by the Network Ynformation System, NIS, which unfortunately has
several security issues. NIS+ is a more secure version, but has not yet gained the same widespread
acceptance as NIS.

Microsoft's Common Internet File System, CIFS, establishes a network login for each user on a
networked system with shared file access. Older Windows systems used domains, and newer systems
( XP, 2000 ), use active directories. User names must match across the network for this system to be

valid.

A newer approach is the Lightweight Directory-Access Protocol, LDAP, which provides a secure single
sign-on for all users to access all resources on a network. This is a secure system which is gaining in
popularity, and which has the maintenance advantage of combining authorization information in one
central location.

Failure Modes

When a local disk file is unavailable, the result is generally known immediately, and is generally non-
recoverable. The only reasonable response is for the response to fail.

However when a remote file is unavailable, there are many possible reasons, and whether or not it is
unrecoverable is not readily apparent. Hence most remote access systems allow for blocking or delayed
response, in the hopes that the remote system ( or the network ) will come back up eventually.

Consistency Semantics

Consistency Semantics deals with the consistency between the views of shared files on a networked
system. When one user changes the file, when do other users see the changes?

At first glance this appears to have all of the synchronization issues discussed in Chapter 6. Unfortunately
the long delays involved in network operations prohibit the use of atomic operations as discussed in that
chapter.

UNIX Semantics

The UNIX file system uses the following semantics:

o Writes to an open file are immediately visible to any other user who has the file open.
o One implementation uses a shared location pointer, which is adjusted for all sharing users.
The file is associated with a single exclusive physical resource, which may delay some accesses.

Session Semantics

The Andrew File System, AFS uses the following semantics:

o Writes to an open file are not immediately visible to other users.
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o When a file is closed, any changesade
later time.

écome available only to users who open the file at a
According to these semantics, a file can be associated with multiple ( possibly different ) views. Almost

no constraints are imposed on scheduling accesses. No user is delayed in reading or writing their personal
copy of the file.

AFS file systems may be accessible by systems around the world. Access control is maintained through
(somewhat ) complicated access control lists, which may grant access to the entire world ( literally ) or to
specifically named users accessing the files from specifically named remote environments.

Immutable-Shared-Files Semantics

Under this system, when a file is declared as shared by its creator, it becomes immutable and the name
cannot be re-used for any other resource. Hence it becomes read-only, and shared access is simple.

Protection
The processes in an operating system must be protected from one another's activities. To provide such protection,

we can use various mechanisms to ensure that only processes that have gained proper authorization from the
operating system can operate on the files, memory segments, CPU, and other resources of a system.

Goals of Protection

Obviously to prevent malicious misuse of the system by users or programs. See chapter 15 for a more
thorough coverage of this goal.

To ensure that each shared resource is used only in accordance with system policies, which may be set
either by system designers or by system administrators.

To ensure that errant programs cause the minimal amount of damage possible.

Note that protection systems only provide the mechanisms for enforcing policies and ensuring reliable
systems. It is up to administrators and users to implement those mechanisms effectively.

Principles of Protection
The principle of least privilege dictates that programs, users, and systems be given just enough privileges

to perform their tasks.

This ensures that failures do the least amount of harm and allow the least of harm to be done.

For example, if a program needs special privileges to perform a task, it is better to make it a SGID

program with group ownership of "network™ or "backup™ or some other pseudo group, rather than SUID

with root ownership. This limits the amount of damage that can occur if something goes wrong.
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Typically each user is given their own accoun, PSR l "enough privilege to modify their own files.

The root account should not be used for normal day to day activities - The System Administrator should

also have an ordinary account, and reserve use of the root account for only those tasks which need the

root privileges.

Domain of Protection

A computer can be viewed as a collection of processes and objects ( both HW & SW).

The need to know principle states that a process should only have access to those objects it needs to
accomplish its task, and furthermore only in the modes for which it needs access and only during the time

frame when it needs access.
The modes available for a particular object may depend upon its type.
Domain Structure
A protection domain specifies the resources that a process may access.
Each domain defines a set of objects and the types of operations that may be invoked on each
object. An access right is the ability to execute an operation on an object.

A domain is defined as a set of < object, { access right set } > pairs, as shown below. Note that some

domains may be disjoint while others overlap.

D1 D 2 D3

< (O, {read, write} >
< Oy, {read, write} =
< O,, {execute} >

= Oﬂ-r {prmt} =

< 0,, {wiite} > g , {execute} >

{read} =

System with three protection domains.

The association between a process and a domain may be static or dynamic.

If the association is static, then the need-to-know principle requires a way of changing the contents of the
domain dynamically. If the association is dynamic, then there needs to be a mechanism for domain
switching. Domains may be realized in different fashions - as users, or as processes, or as procedures.
E.g. if each user corresponds to a domain, then that domain defines the access of that user, and changing
domains involves changing user ID. The model of protection that we have been discussing can be viewed
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as an access matrix, in which columnstepfes

Trna om ]
ShESTr R system resources and rows represent different
protection domains. Entries within the matrix indicate what access that domain has to that resource.

object
: F; s - printer
domain
0, read read
0 print
D read execute
read read
D, write write

Access matrix.

Domain switching can be easily supported under this model, simply by providing "switch™ access to

other domains:

Ramet (e F, o W B 7 D, D, D,
domain printer
D, read read switch
D, print switch | switch
Do read |execute
D, ;fr?tg :El?ide switch

Access matrix of above Figure with domains as objects.

Types of Access

The following low-level operations are often controlled

Read - View the contents of the file
Write - Change the contents of the file.

Execute - Load the file onto the CPU and follow the instructions contained therein.

Append - Add to the end of an existing file.
Delete - Remove a file from the system.

List -View the name and other attributes of files on the system.

Higher-level operations, such as copy, can generally be performed through combinations of the above.

Access Control

One approach is to have complicated Access Control Lists, ACL, which specify exactly what access

is allowed or denied for specific users or groups.
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Control is very finely adjustable, but may be complicated, particularly when the specific users involved are
unknown. ( AFS allows some wild cards, so for example all users on a certain remote system may be trusted, or
a given username may be trusted when accessing from any remote system. )
UNIX uses a set of 9 access control bits, in three groups of three. These correspond to R, W, and X
permissions for each of the Owner, Group, and Others. ( See "man chmod" for full details. ) The RWX

bits control the following privileges for ordinary files and directories:

bit Files Directories
Read ( view . : . .
R |. ( ) Read directory contents. Required to get a listing of the directory.
file contents.
\Write
W |(change ) file [Change directory contents. Required to create or delete files.
contents.
Access detailed directory information. Required to get a long
Execute file listing, or to access any specific file in the directory. Note that if a
X |contentsasa |user has X but not R permissions on a directory, they can still
program. access specific files, but only if they already know the name of the

file they are trying to access.

File System Structure

Hard disks have two important properties that make them suitable for secondary storage of files in file
systems: (1) Blocks of data can be rewritten in place, and (2) they are direct access, allowing any block
of data to be accessed with only (relatively) minor movements of the disk heads and rotational latency.

Disks are usually accessed in physical blocks, rather than a byte at a time. Block sizes may range from
512 bytes to 4K or larger.

File systems organize storage on disk drives, and can be viewed as a layered design:

o At the lowest layer are the physical devices, consisting of the magnetic media, motors & controls,
and the electronics connected to them and controlling them. Modern disk put more and more of the
electronic controls directly on the disk drive itself, leaving relatively little work for the disk controller
card to perform.
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o 1/O Control consists of devicé: @rggrjs,r%&‘&gmoﬁware programs ( often written in assembly )
which communicate with the devices by reading and writing special codes directly to and from memory
addresses corresponding to the controller card's registers. Each controller card ( device ) on a system has a
different set of addresses ( registers, a.k.a. ports ) that it listens to, and a unique set of command codes and
results codes that it understands.

o The basic file system level works directly with the device drivers in terms of retrieving and storing
raw blocks of data, without any consideration for what is in each block. Depending on the system, blocks
may be referred to with a single block number, ( e.g. block # 234234 ), or with head-sector-cylinder
combinations.

o The file organization module knows about files and their logical blocks, and how they map to
physical blocks on the disk. In addition to translating from logical to physical blocks, the file organization
module also maintains the list of free blocks, and allocates free blocks to files as needed.

o The logical file system deals with all of the meta data associated with a file ( UID, GID, mode,
dates, etc ), i.e. everything about the file except the data itself. This level manages the directory structure
and the mapping of file names to file control blocks, FCBs, which contain all of the meta data as well as
block number information for finding the data on the disk.

The layered approach to file systems means that much of the code can be used uniformly for a wide

variety of different file systems, and only certain layers need to be file system specific. Common file systems in
use include the UNIX file system, UFS, the Berkeley Fast File System, FFS, Windows systems FAT, FAT32,
NTFS, CD-ROM systems I1SO 9660, and for Linux the extended file systems ext2 and ext3 ( among 40 others

supported. )

application programs

logical file systemn

U

file-organization module

J

basic file system

U

I/O control

U

devices
Layered file system.
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File Systém Implementation:

Overview
File systems store several important data structures on the disk:

o A boot-control block, (per volume) a.k.a. the boot block in UNIX or the partition boot sector in
Windows contains information about how to boot the system off of this disk. This will generally be
the first sector of the volume if there is a bootable system loaded on that volume, or the block will
be left vacant otherwise.

o A volume control block, (per volume ) a.k.a. the master file table in UNIX or the superblock in
Windows, which contains information such as the partition table, number of blocks on each file
system, and pointers to free blocks and free FCB blocks.

o Addirectory structure (per file system), containing file names and pointers to corresponding FCBs.
UNIX uses inode numbers, and NTFS uses a master file table.

o The File Control Block, FCB, (per file) containing details about ownership, size, permissions,
dates, etc. UNIX stores this information in inodes, and NTFS in the master file table as a relational
database structure.

file permissions

file dates (create, access, write)

file owner, group, ACL

file size

file data blocks or pointers to file data blocks
ATypical file-control block.

There are also several key data structures stored in memory:

o Anin-memory mount table.

o An in-memory directory cache of recently accessed directory information.

o A system-wide open file table, containing a copy of the FCB for every currently open file in the

system, as well as some other related information.
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o A per-process open file table,%grgzgr-ﬁﬁ %'B&Wer to the system open file table as well as some
other information. ( For example the current file position pointer may be either here or in the system

file table, depending on the implementation and whether the file is being shared or not. )

Figure illustrates some of the interactions of file system components when files are created and/or used:

o When a new file is created, a new FCB is allocated and filled out with important information
regarding the new file. The appropriate directory is modified with the new file name and FCB

information.

o When a file is accessed during a program, the open () system call reads in the FCB information
from disk, and stores it in the system-wide open file table. An entry is added to the per-process
open file table referencing the system-wide table, and an index into the per-process table is returned
by the open( ) system call. UNIX refers to this index as a file descriptor, and Windows refers to it

as a file handle.

o If another process already has a file open when a new request comes in for the same file, and it is
sharable, then a counter in the system-wide table is incremented and the per-process table is

adjusted to point to the existing entry in the system-wide table.

o When afile is closed, the per-process table entry is freed, and the counter in the system-wide table
is decremented. If that counter reaches zero, then the system wide table is also freed. Any data

currently stored in memory cache for this file is written out to disk if necessary.
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12.2.2 Partitions and Mounting

Partitions can either be used as raw devices (with no structure imposed upon them), or they can be
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directory structure

open (file name) :D
directory structure

file-control block

user space kernel memory secondary storage

(@)

index

L L]
|—' // data blocks
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|
§

read (index)

per-process system-wide file-control block
open-file table open-file table
user space kernel memory secondary storage
(b)

Figure 12.3 - In-memory file-system structures. (a) File open. (b) File read.

Physical disks are commonly divided into smaller units called partitions. They can also be combined into
larger units, but that is most commonly done for RAID installations and is left for later chapters.

formatted to hold a file system ( i.e. populated with FCBs and initial directory structures as appropriate.)
Raw partitions are generally used for swap space, and may also be used for certain programs such as
databases that choose to manage their own disk storage system. Partitions containing filesystems can
generally only be accessed using the file system structure by ordinary users, but can often be accessed as a
raw device also by root.

The boot block is accessed as part of a raw partition, by the boot program prior to any operating system
being loaded. The root partition contains the OS kernel and at least the key portions of the OS needed to
complete the boot process. At boot time the root partition is mounted, and control is transferred from the
boot program to the kernel found there. (Older systems required that the root partition lie completely
within the first 1024 cylinders of the disk, because that was as far as the boot program could reach. Once
the kernel had control, then it could access partitions beyond the 1024 cylinder boundary. )
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Virtual File Systems

Virtual File Systems, VFS, provide a common interface to multiple different file system types. In
addition, it provides for a unique identifier (vnode ) for files across the entire space, including across all
file systems of different types. (UNIX inodes are unique only across a single file system, and certainly do
not carry across networked file systems)

The VFS in Linux is based upon four key object types:
o The inode object, representing an individual file
o The file object, representing an open file.
o The superblock object, representing a file system.
o The dentry object, representing a directory entry.

Linux VFS provides a set of common functionalities for each file system, using function pointers
accessed through a table. The same functionality is accessed through the same table position for all file
system types, though the actual functions pointed to by the pointers may be file system-specific. Common
operations provided include open( ), read( ), write( ), and mmap( ).

file-system interface

VFS interface

k4 L 4 h
local file system local file system remote file system
type 1 type 2 type 1
w w
al i =1 -
—
network

Schematic view of a virtual file system.
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DireCtory implementation:

Directories need to be fast to search, insert, and delete, with a minimum of wasted disk space.

Linear List

A linear list is the simplest and easiest directory structure to set up, but it does have some drawbacks.

Finding a file (or verifying one does not already exist upon creation) requires a linear search.

Deletions can be done by moving all entries, flagging an entry as deleted, or by moving the last entry into

the newly vacant position.
Sorting the list makes searches faster, at the expense of more complex insertions and deletions.

A linked list makes insertions and deletions into a sorted list easier, with overhead for the links.
More complex data structures, such as B-trees, could also be considered.
Hash Table

A hash table can also be used to speed up searches.
Hash tables are generally implemented in addition to a linear or other structure

Allocation Methods:

The allocation methods define how the files are stored in the disk blocks. There are three main disk space or

file allocation methods.
Contiguous Allocation

Linked Allocation
Indexed Allocation

The main idea behind these methods is to provide:
Efficient disk space utilization.

Fast access to the file blocks.
All the three methods have their own advantages and disadvantages as discussed below:
Contiguous Allocation

Contiguous Allocation requires that all blocks of a file be kept together contiguously.

Performance is very fast, because reading successive blocks of the same file generally requires no
movement of the disk heads, or at most one small step to the next adjacent cylinder.

Storage allocation involves the same issues discussed earlier for the allocation of contiguous blocks of
memory (first fit, best fit, fragmentation problems, etc.) The distinction is that the high time penalty
required for moving the disk heads from spot to spot may now justify the benefits of keeping files
contiguously when possible. In this scheme, each file occupies a contiguous set of blocks on the disk. For
example, if a file requires n blocks and is given a block b as the starting location, then the blocks assigned
to the file will be: b, b+1, b+2,...... b+n-1.This means that given the starting block address and the length

of the file gin terms of blocks reguiredz, we can determine the blocks occuEied bx the file.
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The directory entry for a file with contiguous allocation contains

Address of starting block
Length of the allocated portion.

The file ‘mail’ in the following figure starts from the block 19 with length = 6 blocks. Therefore, it
occupies 19, 20, 21, 22, 23, 24 blocks.

g . directory
e file start length
count
DIISNE o ] 3 ] count o 2
f tr 14 3
41 s[]1 sl[1 7[] - 19 6
8] o[ l1o[J11[] st =84
tr f (5] 2
12113 114l 115 ]
16 ]17[11s8[119[]
mail
20 lz1[d2=2 =23 ]
24 l2s[ 126l Jz27[]
list
28 ]z9[ ]300 131[]

Contiguous allocation of disk space.

Advantages:
Both the Sequential and Direct Accesses are supported by this. For direct access, the address of the kth

block of the file which starts at block b can easily be obtained as (b+k).
This is extremely fast since the number of seeks are minimal because of contiguous allocation of file
blocks.
Disadvantages:
This method suffers from both internal and external fragmentation. This makes it inefficient in terms of
memory utilization.
Increasing file size is difficult because it depends on the availability of contiguous memory at a particular

instance.

Linked Allocation
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Disk files can be stored as linked lists, Wi Qh'e expense of the storage space consumed by each link. (
E.g. a block may be 508 bytes instead of 512. )

H
T
D
P
D
o)

3

Linked allocation involves no external fragmentation, does not require pre-known file sizes, and allows
files to grow dynamically at any time.

Unfortunately linked allocation is only efficient for sequential access files, as random access requires
starting at the beginning of the list for each new location access.

Allocating clusters of blocks reduces the space wasted by pointers, at the cost of internal fragmentation.

Another big problem with linked allocation is reliability if a pointer is lost or damaged. Doubly linked
lists provide some protection, at the cost of additional overhead and wasted space.

In this scheme, each file is a linked list of disk blocks which need not be contiguous. The disk blocks can

be scattered anywhere on the disk.
The directory entry contains a pointer to the starting and the ending file block. Each block contains a

pointer to the next block occupied by the file.
The file ‘jeep’ in following image shows how the blocks are randomly distributed. The last block (25)

contains -1 indicating a null pointer and does not point to any other block.

S directory
[ | file start end

ieep 9 25

1718191
20 ]21[Je2[]23[]
24 ]25[1l2e[ |27 ]
28[J2e[]30[]21[]

Linked allocation of disk space.

Advantages:
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This is very flexible in terms of file size. File siZecan
to look for a contiguous chunk of memory.

This method does not suffer from external fragmentation. This makes it relatively better in terms of
memory utilization.

Disadvantages:

Because the file blocks are distributed randomly on the disk, a large number of seeks are needed to access
every block individually. This makes linked allocation slower.

It does not support random or direct access. We cannot directly access the blocks of a file. A block k of a
file can be accessed by traversing k blocks sequentially (sequential access) from the starting block of
the file via block pointers.

Pointers required in the linked allocation incur some extra overhead.

"Increased easily since the system does not have

The File Allocation Table, FAT, used by DOS is a variation of linked allocation, where all the links are stored in
a separate table at the beginning of the disk. The benefit of this approach is that the FAT table can be cached in
memory, greatly improving random access speeds.

directory entry

I test I - [ 217  —
narme start block i
= 217 618
339 -—
618 339
number of disk blocks —1

FAT

File-allocation table.
Indexed Allocation

Indexed Allocation combines all of the indexes for accessing each file into a common block ( for that file
), as opposed to spreading them all over the disk or storing them in a FAT table.
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index block

28 l2o[ Iso[ 1311
\k—l,’/

Indexed allocation of disk space.

Advantages:
This supports direct access to the blocks occupied by the file and therefore provides fast access to the
file blocks.
It overcomes the problem of external fragmentation.

Disadvantages:

The pointer overhead for indexed allocation is greater than linked allocation.
For very small files, say files that expand only 2-3 blocks, the indexed allocation would keep one entire
block (index block) for the pointers which is inefficient in terms of memory utilization. However, in linked

allocation we lose the space of only 1 pointer per block.

Some disk space is wasted (relative to linked lists or FAT tables) because an entire index block must be allocated
for each file, regardless of how many data blocks the file contains. This leads to questions of how big the index

block should be, and how it should be implemented. There are several approaches:

Linked Scheme - An index block is one disk block, which can be read and written in a single disk
operation. The first index block contains some header information, the first N block addresses, and if

necessary a pointer to additional linked index blocks.
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Multi-Level Index - The first index block’contains a'set of pointers to secondary index blocks, which in

turn contain pointers to the actual data blocks.

Combined Scheme - This is the scheme used in UNIX inodes, in which the first 12 or so data block
pointers are stored directly in the inode, and then singly, doubly, and triply indirect pointers provide
access to more data blocks as needed. (See below) The advantage of this scheme is that for small files (
which many are ), the data blocks are readily accessible (up to 48K with 4K block sizes ); files up to
about 4144K ( using 4K blocks ) are accessible with only a single indirect block ( which can be cached ),
and huge files are still accessible using a relatively small number of disk accesses ( larger in theory than

can be addressed by a 32-bit address, which is why some systems have moved to 64-bit file pointers. )

mode

owners (2)

timestamps (3)

size block count

direct blocks 7

- Hi

single indirect — > data

Y

1
{

i

oo oyl

double indirect

L

P
o

data

triple indirect

:

o v oyl

:

data

The UNIX inode.

Performance

The optimal allocation method is different for sequential access files than for random access files, and is
also different for small files than for large files.

Some systems support more than one allocation method, which may require specifying how the file is to
be used (sequential or random access) at the time it is allocated. Such systems also provide conversion
utilities.
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access for small files, and automatically switch to an
hreshold.

fal
Some systems have been known to use Cortfguol

—

indexed scheme when file sizes surpass a certain

(@]

And of course some systems adjust their allocation schemes (e.g. block sizes) to best match the
characteristics of the hardware for optimum performance.

Free Space Management:

Another important aspect of disk management is keeping track of and allocating free space.

Bit VVector

One simple approach is to use a bit vector, in which each bit represents a disk block, set to 1 if free or O if
allocated.
Fast algorithms exist for quickly finding contiguous blocks of a given size

The down side is that a 40GB disk requires over 5SMB just to store the bitmap. (For example. )

Linked List

A linked list can also be used to keep track of all free blocks.

Traversing the list and/or finding a contiguous block of a given size are not easy, but fortunately are not
frequently needed operations. Generally the system just adds and removes single blocks from
the beginning of the list.

The FAT table keeps track of the free list as just one more linked list on the table.

free-space list head

12[J13[J14[]15[]
16[ 17 T18[ 119 ]
20[J21[122¢ 123[]
24 |25[ [26] 27 F

28 129 130 131[ |
\_//
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Grouping

A variation on linked list free lists is to use links of blocks of indices of free blocks. If a block holds up to
N addresses, then the first block in the linked-list contains up to N-1 addresses of free blocks and a

pointer to the next block of free addresses.
Counting

When there are multiple contiguous blocks of free space then the system can keep track of the starting
address of the group and the number of contiguous free blocks. As long as the average length of a
contiguous group of free blocks is greater than two this offers a savings in space needed for the free list.
(Similar to compression techniques used for graphics images when a group of pixels all the same color is
encountered.)

Space Maps (New)

Sun's ZFS file system was designed for HUGE numbers and sizes of files, directories, and even file
systems.

The resulting data structures could be VERY inefficient if not implemented carefully. For example,
freeing up a 1 GB file on a 1 TB file system could involve updating thousands of blocks of free list
bit maps if the file was spread across the disk.

ZFS uses a combination of techniques, starting with dividing the disk up into (hundreds of ) metaslabs of
a manageable size, each having their own space map.

Free blocks are managed using the counting technique, but rather than write the information to a table, it
is recorded in a log-structured transaction record. Adjacent free blocks are also coalesced into a
larger single free block.

An in-memory space map is constructed using a balanced tree data structure, constructed from the log
data.

The combination of the in-memory tree and the on-disk log provide for very fast and

efficient management of these very large files and free blocks.

Efficiency and Performance:

Efficiency

UNIX pre-allocates inodes, which occupies space even before any files are created.

UNIX also distributes inodes across the disk, and tries to store data files near their inode, to reduce the
distance of disk seeks between the inodes and the data.

Some systems use variable size clusters depending on the file size.

The more data that is stored in a directory (e.g. last access time), the more often the directory blocks have
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to be re-written.

As technology advances, addressing schemes have had to grow as well.

Sun's ZFS file system uses 128-bit pointers, which should theoretically never need to be expanded. (The
mass required to store 27128 bytes with atomic storage would be at least 272 trillion kilograms! )
Kernel table sizes used to be fixed, and could only be changed by rebuilding the kernels. Modern
tables are dynamically allocated, but that requires more complicated algorithms for accessing them.

Performance

Disk controllers generally include on-board caching. When a seek is requested, the heads are moved into
place, and then an entire track is read, starting from whatever sector is currently under the heads

(reducing latency. ) The requested sector is returned and the unrequested portion of the track is cached
in the disk’s electronics.

Some OSes cache disk blocks they expect to need again in a buffer cache.
A page cache connected to the virtual memory system is actually more efficient as memory addresses
do not need to be converted to disk block addresses and back again.

Some systems ( Solaris, Linux, Windows 2000, NT, XP ) use page caching for both process pages
and file data in a unified virtual memory.

Figures show the advantages of the unified buffer cache found in some versions of UNIX and Linux
- Data does not need to be stored twice, and problems of inconsistent buffer information are avoided.

5 17O using
Atbzlstan il sl p i T read( ) and write( )

-~

w

page cache

e

buffer cache

F

r

file system

1/O without a unified buffer cache.
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Page replacement strategies can be complicated with a unified cache, as one needs to decide whether to

The type of file access can also have an impact on optimal page replacement policies. For example, LRU

I/O using
read( ) and write( )

N/

buffer cache

memory-mapped 1/O

file system

1/O using a unified buffer cache.

replace process or file pages, and how many pages to guarantee to each category of pages. Solaris, for
example, has gone through many variations, resulting in priority paging giving process pages priority over
file 1/0 pages, and setting limits so that neither can knock the other completely out of memory.

Another issue affecting performance is the question of whether to implement synchronous writes or
asynchronous writes. Synchronous writes occur in the order in which the disk subsystem receives them,
without caching; Asynchronous writes are cached, allowing the disk subsystem to schedule writes in a
more efficient order

is not necessarily a good policy for sequential access files. For these types of files progression normally
goes in a forward direction only, and the most recently used page will not be needed again until after the
file has been rewound and re-read from the beginning, (if it is ever needed at all. )

On the other hand, we can expect to need the next page in the file fairly soon. For this reason sequential
access files often take advantage of two special policies:
o Free-behind frees up a page as soon as the next page in the file is requested, with the assumption

that we are now done with the old page and won't need it again for a long time.

o Read-ahead reads the requested page and several subsequent pages at the same time, with the
assumption that those pages will be needed in the near future. This is similar to the track caching
that is already performed by the disk controller, except it saves the future latency of transferring
data from the disk controller memory into motherboard main memory.

The caching system and asynchronous writes speed up disk writes considerably, because the disk
subsystem can schedule physical writes to the disk to minimize head movement and disk seek times.

- age
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Reads, on the other hand, must be done'mdré synctironously in spite of the caching system, with the
result that disk writes can counter-intuitively be much faster on average than disk reads.

Recovery:

Consistency Checking

The storing of certain data structures (e.g. directories and inodes) in memory and the caching of disk
operations can speed up performance, but what happens in the result of a system crash? All volatile
memory structures are lost, and the information stored on the hard drive may be left in an inconsistent
state.

A Consistency Checker is often run at boot time or mount time, particularly if a filesystem was not
closed down properly. Some of the problems that these tools look for include:

Disk blocks allocated to files and also listed on the free list.
Disk blocks neither allocated to files nor on the free list.
Disk blocks allocated to more than one file.
The number of disk blocks allocated to a file inconsistent with the file's stated

size. Properly allocated files / inodes which do not appear in any directory entry.

Log-Structured File Systems

Log-based transaction-oriented filesystems borrow techniques developed for databases, guaranteeing that
any given transaction either completes successfully or can be rolled back to a safe state before the
transaction commenced:

All metadata changes are written sequentially to a log.

A set of changes for performing a specific task (e.g. moving a file ) is a transaction.
As changes are written to the log they are said to be committed, allowing the system to return to its work. In
the meantime, the changes from the log are carried out on the actual filesystem, and a pointer keeps
track of which changes in the log have been completed and which have not yet been completed.

When all changes corresponding to a particular transaction have been completed, that transaction can be
safely removed from the log.

At any given time, the log will contain information pertaining to uncompleted transactions only, e.g.
actions that were committed but for which the entire transaction has not yet been completed.
From the log, the remaining transactions can be completed,or if the transaction was aborted, then
the partially completed changes can be undone.

Other Solutions (New )

Sun's ZFS and Network Appliance's WAFL file systems take a different approach to file system
consistency.
No blocks of data are ever over-written in place. Rather the new data is written into fresh new blocks, and
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after the transaction is complete, the metadata (datd block pointers ) is updated to point to the new blocks.
The old blocks can then be freed up for future use.
Alternatively, if the old blocks and old metadata are saved, then a snapshot of the system in its original

state is preserved. This approach is taken by WAFL.
ZFS combines this with check-summing of all metadata and data blocks, and RAID, to ensure that

no inconsistencies are possible, and therefore ZFS does not incorporate a consistency checker.

Backup and Restore

In order to recover lost data in the event of a disk crash, it is important to conduct backups regularly.

Files should be copied to some removable medium, such as magnetic tapes, CDs, DVDs, or external
removable hard drives.

A full backup copies every file on a file system.
Incremental backups copy only files which have changed since some previous time.

A combination of full and incremental backups can offer a compromise between full recoverability, the
number and size of backup tapes needed, and the number of tapes that need to be used to do a full restore.
For example, one strategy might be:

o At the beginning of the month do a full backup.

o Atthe end of the first and again at the end of the second week, backup all files which have
changed since the beginning of the month.

o Atthe end of the third week, backup all files that have changed since the end of the second week.

o Every day of the month not listed above, do an incremental backup of all files that have changed
since the most recent of the weekly backups described above.

Backup tapes are often reused, particularly for daily backups, but there are limits to how many times the
same tape can be used.

Every so often a full backup should be made that is kept "forever" and not overwritten.
Backup tapes should be tested, to ensure that they are readable!

For optimal security, backup tapes should be kept off-premises, so that a fire or burglary cannot destroy
both the system and the backups. There are companies ( e.g. Iron Mountain ) that specialize in the secure
off-site storage of critical backup information.

Keep your backup tapes secure - The easiest way for a thief to steal all your data is to simply pocket
your backup tapes!
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Storing important files on more than one uter can be an alternate though less reliable form of
backup.

Note that incremental backups can also help users to get back a previous version of a file that they have
since changed in some way.

Beware that backups can help forensic investigators recover e-mails and other files that users had though
they had deleted!

/O Systems:

Overview

Management of I/O devices is a very important part of the operating system - so important and so varied
that entire I/O subsystems are devoted to its operation. ( Consider the range of devices on a modern
computer, from mice, keyboards, disk drives, display adapters, USB devices, network connections, audio
I/O, printers, special devices for the handicapped, and many special-purpose peripherals. )

I/0 Subsystems must contend with two (conflicting? ) trends: (1) The gravitation towards standard
interfaces for a wide range of devices, making it easier to add newly developed devices to existing systems,
and (2) the development of entirely new types of devices, for which the existing standard interfaces are not
always easy to apply.

Device drivers are modules that can be plugged into an OS to handle a particular device or category of

similar devices.

1/O Hardware:

I/0O devices can be roughly categorized as storage, communications, user-interface, and
other Devices communicate with the computer via signals sent over wires or through the air.
Devices connect with the computer via ports, e.g. a serial or parallel port. A

common set of wires connecting multiple devices is termed a bus.

o Buses include rigid protocols for the types of messages that can be sent across the bus and the
procedures for resolving contention issues.

o Figure below illustrates three of the four bus types commonly found in a modern PC:

CHENNAI INSTITUTE OF TECHNOLOGY-2104 Page 50

™ [ (] £ — T
DJOWITIOdueU ITOIT =gy 11ee. COITI




O
NI

EnaaTrea m
1. The PCI bus connects high?speed High-bandwidth devices to the memory subsystem (and

the CPU.)

2. The expansion bus connects slower low-bandwidth devices, which typically deliver data
one character at a time (with buffering.)

3. The SCSI bus connects a number of SCSI devices to a common SCSI controller.

4. A daisy-chain bus, (not shown) is when a string of devices is connected to each other like
beads on a chain, and only one of the devices is directly connected to the host.

Sehs

monitor processor
cache
graphics bridge/memory memory SCSI controller
controller controller
(] PCl bus

expansion bus
interface

@ @ (] expansion bus |
@ @ parallel serial
port port

A typical PC bus structure.

IDE disk controller keyboard

One way of communicating with devices is through registers associated with each port. Registers may be
one to four bytes in size, and may typically include ( a subset of ) the following four:
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1. The data-in register is read by the He5t {0°getinput from the device.

2. The data-out register is written by the host to send output.

3. The status register has bits read by the host to ascertain the status of the device, such as idle,
ready for input, busy, error, transaction complete, etc.

4. The control register has bits written by the host to issue commands or to change settings of the
device such as parity checking, word length, or full- versus half-duplex operation.

Figure shows some of the most common I/O port address ranges.

I/O address range (hexadecimal) device
000—-00F DMA controller
020-021 interrupt controller
040-043 timer
200-20F game controller
2F8-2FF serial port (secondary)
320-32F hard-disk controller
378-37F parallel port
3D0-3DF graphics controller
3F0-3F7 diskette-drive controller
3F8-3FF serial port (primary)

Device 1/0 port locations on PCs ( partial ).

Another technique for communicating with devices is memory-mapped 1/0.

o Inthis case a certain portion of the processor's address space is mapped to the device,

and communications occur by reading and writing directly to/from those memory areas.

o Memory-mapped 1I/O is suitable for devices which must move large quantities of data

quickly, such as graphics cards.

o Memory-mapped I/O can be used either instead of or more often in combination with traditional

registers. For example, graphics cards still use registers for control information such as setting

the video mode.
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o A potential problem exists witr'lzﬁwléfﬁo'ri/?rﬁab’b)éa' I/O, if a process is allowed to write directly

to the address space used by a memory-mapped /O device.

o ( Note: Memory-mapped I/O is not the same thing as direct memory access, DMA.)

Polling

One simple means of device handshaking involves polling:
1. The host repeatedly checks the busy bit on the device until it becomes clear.

2. The host writes a byte of data into the data-out register, and sets the write bit in the command
register (in either order. )

3. The host sets the command ready bit in the command register to notify the device of the pending
command.

4. When the device controller sees the command-ready bit set, it first sets the busy bit.

5. Then the device controller reads the command register, sees the write bit set, reads the byte of
data from the data-out register, and outputs the byte of data.

6. The device controller then clears the error bit in the status register, the command-ready bit, and
finally clears the busy bit, signalling the completion of the operation.

Polling can be very fast and efficient, if both the device and the controller are fast and if there is
significant data to transfer. It becomes inefficient, however, if the host must wait a long time in the busy
loop waiting for the device, or if frequent checks need to be made for data that is infrequently there.

Interrupts

Interrupts allow devices to notify the CPU when they have data to transfer or when an operation is

complete, allowing the CPU to perform other duties when no 1/O transfers need its immediate attention.

The CPU has an interrupt-request line that is sensed after every instruction.
o A device's controller raises an interrupt by asserting a signal on the interrupt request line.

o The CPU then performs a state save, and transfers control to the interrupt handler routine at a
fixed address in memory. (The CPU catches the interrupt and dispatches the interrupt handler.)
o The interrupt handler determines the cause of the interrupt, performs the necessary processing,

performs a state restore, and executes a return from interrupt instruction to return control to the
CPU. (The interrupt handler clears the interrupt by servicing the device.)
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(Note that the state restorec?does not need to be the same state as the one that was saved

when the interrupt went off. See below for an example involving time-slicing.)

CPU /O controller
1

device driver initiates I/O \
initiates 1/O

CPU executing checks for

interrupts between instructions 5
]

n
I
¥ 3

i

CPU receiving interrupt, 4 input ready, output
transters control to complete, or error
interrupt handler generates interrupt signal

~

5

r

interrupt handler
processes data,
returns from interrupt

6

r

CPU resumes
processing of
interrupted task

Interrupt-
driven 1/O procedure

Interrupt-driven 1/O cycle.

The above description is adequate for simple interrupt-driven I/O, but there are three needs in modern
computing which complicate the picture:

1. The need to defer interrupt handling during critical processing,

2. The need to determine which interrupt handler to invoke, without having to poll all devices to see
which one needs attention, and

3. The need for multi-level interrupts, so the system can differentiate between high- and low-priority
interrupts for proper response.
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ctures with interrupt-controller hardware.

Most CPUs now have two interrupt-request lines: One that is non-maskable for critical error
conditions and one that is maskable, that the CPU can temporarily ignore during critical processing.

The interrupt mechanism accepts an address, which is usually one of a small set of numbers for an
offset into a table called the interrupt vector. This table (usually located at physical address zero ?
) holds the addresses of routines prepared to process specific interrupts.

The number of possible interrupt handlers still exceeds the range of defined interrupt numbers, so
multiple handlers can be interrupt chained. Effectively the addresses held in the interrupt vectors
are the head pointers for linked-lists of interrupt handlers.

Figure shows the Intel Pentium interrupt vector. Interrupts O to 31 are non-maskable and reserved
for serious hardware and other errors. Maskable interrupts, including normal device 1/O interrupts
begin at interrupt 32.Modern interrupt hardware also supports interrupt priority levels, allowing
systems to mask off only lower-priority interrupts while servicing a high-priority interrupt, or
conversely to allow a high-priority signal to interrupt the processing of a low-priority one.

vector number description
0 divide error
1 debug exception
2 null interrupt
3 breakpoint
4 INTO-detected overflow
B bound range exception
(5] invalid opcode
7 device not available
8 double fault
9 coprocessor segment overrun (reserved)
10 invalid task state segment
5l segment not present
12 stack fault
13 general protection
14 page fault
15 (Intel reserved, do not use)
16 floating-point error
17 alignment check
18 machine check
19—-31 (Intel reserved, do not use)
32255 maskable interrupts
Intel Pentium processor event-vector table.
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At boot time the system determines whiciFévicé
handler addresses into the interrupt table.

a
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S
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are present, and loads the appropriate

During operation, devices signal errors or the completion of commands via interrupts.

Exceptions, such as dividing by zero, invalid memory accesses, or attempts to access kernel
mode instructions can be signalled via interrupts.

Time slicing and context switches can also be implemented using the interrupt mechanism.

o The scheduler sets a hardware timer before transferring control over to a user process.

o When the timer raises the interrupt request line, the CPU performs a state-save, and
transfers control over to the proper interrupt handler, which in turn runs the scheduler.

o The scheduler does a state-restore of a different process before resetting the timer and issuing
the return-from-interrupt instruction.

A similar example involves the paging system for virtual memory - A page fault causes an interrupt,
which in turn issues an I/O request and a context switch as described above, moving the interrupted
process into the wait queue and selecting a different process to run. When the 1/0 request has completed
(‘i.e. when the requested page has been loaded up into physical memory ), then the device interrupts,
and the interrupt handler moves the process from the wait queue into the ready queue, ( or depending on
scheduling algorithms and policies, may go ahead and context switch it back onto the CPU. )

System calls are implemented via software interrupts, a.k.a. traps. When a (library ) program needs work
performed in kernel mode, it sets command information and possibly data addresses in certain registers,
and then raises a software interrupt. ( E.g. 21 hex in DOS. ) The system does a state save and then calls
on the proper interrupt handler to process the request in kernel mode. Software interrupts generally
have low priority, as they are not as urgent as devices with limited buffering space.

Interrupts are also used to control kernel operations, and to schedule activities for optimal
performance. For example, the completion of a disk read operation involves two interrupts:

o A high-priority interrupt acknowledges the device completion, and issues the next disk request
so that the hardware does not sit idle.

o A lower-priority interrupt transfers the data from the kernel memory space to the user space,
and then transfers the process from the waiting queue to the ready queue.

The Solaris OS uses a multi-threaded kernel and priority threads to assign different threads to different
interrupt handlers. This allows for the "simultaneous” handling of multiple interrupts, and the assurance
that high-priority interrupts will take precedence over low-priority ones and over user processes.
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For devices that transfer large quantities of data ( such as disk controllers ), it is wasteful to tie up the
CPU transferring data in and out of registers one byte at a time.

Instead this work can be off-loaded to a special processor, known as the Direct Memory Access, DMA,
Controller.

The host issues a command to the DMA controller, indicating the location where the data is located, the
location where the data is to be transferred to, and the number of bytes of data to transfer. The DMA
controller handles the data transfer, and then interrupts the CPU when the transfer is complete.

A simple DMA controller is a standard component in modern PCs, and many bus-mastering 1/0 cards
contain their own DMA hardware.

Handshaking between DMA controllers and their devices is accomplished through two wires called the
DMA-request and DMA-acknowledge wires.

While the DMA transfer is going on the CPU does not have access to the PCI bus (including main
memory ), but it does have access to its internal registers and primary and secondary caches.

DMA can be done in terms of either physical addresses or virtual addresses that are mapped to physical
addresses. The latter approach is known as Direct Virtual Memory Access, DVMA, and allows direct
data transfer from one memory-mapped device to another without using the main memory chips.

Direct DMA access by user processes can speed up operations, but is generally forbidden by modern
systems for security and protection reasons. ( i.e. DMA is a kernel-mode operation. )

Below illustrates the DMA process.
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1. device driver is told
to transfer disk data CcPU
to buffer at address X
5. DMA controller 2. device driver tells
transfers bytes to disk controller to
buffer X, increasing transfer C bytes
memory address from disk to buffer e
and decreasing C at address X
until C = 0 PP
6. when C = 0, DMA i O X
interrupts CPU to signal Cltgﬁ:rol-llgr = CPU memory bus —| memory | buffer
transfer completion
) PCI bus )
3. disk controller initiates
IDE disk DMA transfer
controller 4. disk controller sends

each byte to DMA

@ controller
g @9

Steps in a DMA transfer

Application 1/0 interface:

User application access to a wide variety of different devices is accomplished through layering, and
through encapsulating all of the device-specific code into device drivers, while application layers are
presented with a common interface for all (or at least large general categories of ) devices.
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kernel
o
@
§ kernel /O subsystem
=}
w
SCSI keyboard | mouse PCI bus floppy ATAPI
device device device seoe device device device
driver driver driver driver driver driver
SCSI keyboard | mouse PCIl bus floppy ATAPI
device device device see device device device
& controller | controller | controller controller | controller | controller
g 3 4 3 r '3 -~ &
g 4 L Y r Y r Y
= ATAPI
3cs| HDP py- devices
Aeis keyboard| | mouse see PCI bus disk (disks
evices . ]
drives tapes,
drives)
A kernel 1/O structure.
Devices differ on many different dimensions, as outlined
aspect variation example
character terminal
data-transfer mode block disk
sequential modem
access method tehHonm CD-ROM
synchronous tape
ranster schedule asynchronous keyboard
. dedicated tape
ean sharable keyboard
device speed latency
seek time
transfer rate
delay between operations
read only CD-ROM
1/O direction write only graphics controller
read—write disk
Characteristics of 1/0 devices.
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Block and Character Devices

Block devices are accessed a block at a time, and are indicated by a "b" as the first character in a long
listing on UNIX systems. Operations supported include read( ), write( ), and seek( ).

o Accessing blocks on a hard drive directly (without going through the filesystem structure) is called
raw 1/0O, and can speed up certain operations by bypassing the buffering and locking normally
conducted by the OS. (It then becomes the application’s responsibility to manage those issues.)

o A new alternative is direct 1/0, which uses the normal filesystem access, but which disables
buffering and locking operations.

Character devices are accessed one byte at a time, and are indicated by a "c" in UNIX long listings.
Supported operations include get( ) and put( ), with more advanced functionality such as reading an
entire line supported by higher-level library routines.

Network Devices

Because network access is inherently different from local disk access, most systems provide a separate
interface for network devices.

One common and popular interface is the socket interface, which acts like a cable or pipeline connecting
two networked entities. Data can be put into the socket at one end, and read out sequentially at the other
end. Sockets are normally full-duplex, allowing for bi-directional data transfer.

The select( ) system call allows servers ( or other applications ) to identify sockets which have data
waiting, without having to poll all available sockets.

Clocks and Timers

Three types of time services are commonly needed in modern
systems: o Get the current time of day.
o Get the elapsed time (system or wall clock) since a previous event.
o Set atimer to trigger event X at time T.

Unfortunately time operations are not standard across all systems.
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A programmable interrupt timer, PIT car? Be Used 1o trigger operations and to measure elapsed time. It

can be set to trigger an interrupt at a specific future time, or to trigger interrupts periodically on a regular
basis.

o The scheduler uses a PIT to trigger interrupts for ending time slices.

o The disk system may use a PIT to schedule periodic maintenance cleanup, such as flushing

buffers to disk.

o Networks use PIT to abort or repeat operations that are taking too long to complete. I.e. resending

packets if an acknowledgement is not received before the timer goes off.

o More timers than actually exist can be simulated by maintaining an ordered list of timer events,

and setting the physical timer to go off when the next scheduled event should occur.

On most systems the system clock is implemented by counting interrupts generated by the PIT.
Unfortunately this is limited in its resolution to the interrupt frequency of the PIT, and may be subject to
some drift over time. An alternate approach is to provide direct access to a high frequency hardware

counter, which provides much higher resolution and accuracy, but which does not support interrupts.
Blocking and Non-blocking 1/0

With blocking 1/0 a process is moved to the wait queue when an 1/0 request is made, and moved back to

the ready queue when the request completes, allowing other processes to run in the meantime.

With non-blocking 1/0 the 1/O request returns immediately, whether the requested 1/O operation has

(completely) occurred or not. This allows the process to check for available data without getting hung

completely if it is not there.

One approach for programmers to implement non-blocking 1/0 is to have a multi-threaded application, in
which one thread makes blocking 1/0 calls ( say to read a keyboard or mouse ), while other threads

continue to update the screen or perform other tasks.

A subtle variation of the non-blocking 1/O is the asynchronous 1/0O, in which the I/O request returns
immediately allowing the process to continue on with other tasks, and then the process is notified (via

changing a process variable, or a software interrupt, or a callback function) when the 1/0 operation has
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completed and the data is available for use? ¥The régurar non-blocking 1/0O returns immediately with

whatever results are available, but does not complete the operation and notify the process later.)

kernel user requesting process “ user
{ waiting : "requestlng process n
device driver device driver
! I \
< | v interrupt handler I linterrupt handler + kernel
1 A I
A J
hardware hardware
L data transfer — --data transfer —
time ——— time ——
(a) (b)

Two 1I/0 methods: (a) synchronous and (b) asynchronous.

Kernel 1/0 subsystem:

1/0 Scheduling

Scheduling 1/0 requests can greatly improve overall efficiency. Priorities can also play a part in
request scheduling.
The classic example is the scheduling of disk accesses, as discussed in detail.

Buffering and caching can also help, and can allow for more flexible scheduling options.

On systems with many devices, separate request queues are often kept for each device:

device: keyboard
status: idle
device: laser printer request for L
status: busy laser printer
address: 38546
device: mouse length: 1372
status: idle
device: disk unit 1
status: idle
device: disk unit 2 1
: » request for request for —
SRS EEE ey disk unit 2 disk unit 2
file: xxx file: yyy
operation: read operation: write
address: 43046 address: 03458
length: 20000 length: 500
Device-status table.
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Buffering g E
Buffering of 1/O is performed for ( at least ) 3 major reasons:

Speed differences between two devices. (See Figure below.) A slow device may write data into a buffer,
and when the buffer is full, the entire buffer is sent to the fast device all at once. So that the slow device
still has somewhere to write while this is going on, a second buffer is used, and the two buffers alternate
as each becomes full. This is known as double buffering. (Double buffering is often used in (animated)
graphics, so that one screen image can be generated in a buffer while the other (completed) buffer is
displayed on the screen. This prevents the user from ever seeing any half-finished screen images.)

Data transfer size differences. Buffers are used in particular in networking systems to break messages up
into smaller packets for transfer, and then for re-assembly at the receiving side.

To support copy semantics. For example, when an application makes a request for a disk write, the data is
copied from the user's memory area into a kernel buffer. Now the application can change their copy of the
data, but the data which eventually gets written out to disk is the version of the data at the time the write
request was made.

system bus
HyperTransport (32-pair)
PCl Express 2.0(( > 32)
Infiniband (QDR 12X)

Serial ATA (SATA-300)

Gigabit Ethernet

sast bus I
hara cisk I

0.00001 0.001 0.1 10 1000 100000 1E-

Sun Enterprise 6000 device-transfer rates ( logarithmic ).

Caching

Caching involves keeping a copy of data in a faster-access location than where the data is
normally stored.

Buffering and caching are very similar, except that a buffer may hold the only copy of a given data
item, whereas a cache is just a duplicate copy of some other data stored elsewhere.

Buffering and caching go hand-in-hand, and often the same storage space may be used for both purposes.
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For example, after a buffer is written to-disk then thé Copy in memory can be used as a cached

copy, (until that buffer is needed for other purposes)

Spooling and Device Reservation

A spool ( Simultaneous Peripheral Operations On-Line ) buffers data for ( peripheral ) devices such
as printers that cannot support interleaved data streams.

If multiple processes want to print at the same time, they each send their print data to files stored in
the spool directory. When each file is closed, then the application sees that print job as complete, and
the print scheduler sends each file to the appropriate printer one at a time.

Support is provided for viewing the spool queues, removing jobs from the queues, moving jobs from
one gueue to another queue, and in some cases changing the priorities of jobs in the queues.

Spool queues can be general (‘any laser printer ) or specific ( printer number 42.)

Error Handling

1/0 requests can fail for many reasons, either transient ( buffers overflow ) or permanent ( disk crash ). I/O
requests usually return an error bit ( or more ) indicating the problem. UNIX systems also set the

global variable errno to one of a hundred or so well-defined values to indicate the specific error that
has occurred. ( Seeerrno.h for a complete listing, or man errno. )

Some devices, such as SCSI devices, are capable of providing much more detailed information

about errors, and even keep an on-board error log that can be requested by the host.

1/O Protection

The 1/0 system must protect against either accidental or deliberate erroneous 1/0.

User applications are not allowed to perform 1/O in user mode - All 1/O requests are handled
through system calls that must be performed in kernel mode.
Memory mapped areas and 1/0 ports must be protected by the memory management system, but access
to these areas cannot be totally denied to user programs. (Video games and some other applications need
to be able to write directly to video memory for optimal performance for example.) Instead the memory
protection system restricts access so that only one process at a time can access particular parts of
memory, such as the portion of the screen memory corresponding to a particular window.
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Kernel Data Structures

system call ry=—-

Use of a system call to perform 1/O.

kernel

@

perform 11O

€

returm
to user

usar
program

The kernel maintains a number of important data structures pertaining to the 1/O system, such as the open
file table. These structures are object-oriented, and flexible to allow access to a wide variety of 1/0 devices
through a common interface. (See Figure below.)Windows NT carries the object-orientation one step further,
implementing 1/0 as a message-passing system from the source through various intermediaries to the device.

system-wide open-file table

file descriptor}—

per-process
open-file table

F

file-system record

inode pointer

pointer to read and write functions
pointer to select function

pointer to ioctl function

pointer to close function

active-inode
table

~

user-process memory

-
-

networking (socket) record

pointer to network info

pointer to read and write functions
pointer to select function

pointer to ioctl function

pointer to close function

network-
information
table

kernel memory

UNIX 1/O kernel structure.
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Streams

The streams mechanism in UNIX provides a bi-directional pipeline between a user process and a device

driver, onto which additional modules can be added.

The user process interacts with the stream head.
The device driver interacts with the device end.

Zero or more stream modules can be pushed onto the stream, using ioctl( ). These modules may filter

and/or modify the data as it passes through the stream.

Each module has a read queue and a write queue.

Flow control can be optionally supported, in which case each module will buffer data until the adjacent

module is ready to receive it. Without flow control, data is passed along as soon as it is ready.

User processes communicate with the stream head using either read( ) and write() ( or putmsg( ) and

getmsg( ) for message passing. )

Streams 1/O is asynchronous (non-blocking), except for the interface between the user process and the

stream head.

The device driver must respond to interrupts from its device - If the adjacent module is not prepared to

accept data and the device driver's buffers are all full, and then data is typically dropped.

Streams are widely used in UNIX, and are the preferred approach for device drivers. For example, UNIX

implements sockets using streams.
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user process

stream head
read queue write queue
A
L 4
read queue write queue
4 STREAMS
¥ modules
read queue write queue
F
4
read queue write queue
driver end

device

The SREAMS structure.

Performance:

The 1/0 system is a major factor in overall system performance, and can place heavy loads on other
major components of the system (interrupt handling, process switching, memory access, bus
contention, and CPU load for device drivers just to name a few.)

Interrupt handling can be relatively expensive (slow), which causes programmed I/O to be faster

than interrupt-driven 1/0 when the time spent busy waiting is not excessive.

Network traffic can also put a heavy load on the system. Consider for example the sequence of events
that occur when a single character is typed in a telnet session, as shown in figure (And the fact that a
similar set of events must happen in reverse to echo back the character that was typed) Sun uses in-
kernel threads for the telnet daemon, increasing the supportable number of simultaneous telnet sessions

from the hundreds to the thousands.
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Figure Intercomputer communications.

Other systems use front-end processors to off-load some of the work of 1/O processing from the CPU.

For example a terminal concentrator can multiplex with hundreds of terminals on a single port on a
large computer.

Several principles can be employed to increase the overall efficiency of 1/0 processing:
1. Reduce the number of context switches.

2. Reduce the number of times data must be copied.
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3. Reduce interrupt frequency, using buffering, and polling where appropriate.

4. Increase concurrency using DMA.

5. Move processing primitives into hardware, allowing their operation to be concurrent with CPU
and bus operations.

6. Balance CPU, memory, bus, and I/O operations, so a bottleneck in one does not idle all the others.

The development of new 1/0 algorithms often follows a progression from application level code to on-
board hardware implementation, as shown in Figure 13.16. Lower-level implementations are faster and
more efficient, but higher-level ones are more flexible and easier to modify. Hardware-level functionality
may also be harder for higher-level authorities ( e.g. the kernel ) to control.

< increased time (generations)

<: increased efficiency I

<: increased development cost I

<: increased abstraction i
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Device functionality progression.
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UNIT 5

Virtual Machine abstracts the hardware of our personal computer such as CPU, disk
drives, memory, NIC (Network Interface Card) etc, into many different execution
environments as per our requirements, hence giving us a feel that each execution environment
is a single computer. For example, VirtualBox.

When we run different processes on an operating system, it creates an illusion that
each process is running on a different processor having its own virtual memory, with the help
of CPU scheduling and virtual-memory techniques. There are additional features of a process
that cannot be provided by the hardware alone like system calls and a file system. The virtual
machine approach does not provide these additional functionalities but it only provides an
interface that is same as basic hardware. Each process is provided with a virtual copy of the
underlying computer system.

We can create a virtual machine for several reasons, all of which are fundamentally
related to the ability to share the same basic hardware yet can also support different execution
environments, i.e., different operating systems simultaneously.

The main drawback with the virtual-machine approach involves disk systems. Let us
suppose that the physical machine has only three disk drives but wants to support seven
virtual machines. Obviously, it cannot allocate a disk drive to each virtual machine, because
virtual-machine software itself will need substantial disk space to provide virtual memory
and spooling. The solution is to provide virtual disks.

Users are thus given their own virtual machines. After which they can run any of the
operating systems or software packages that are available on the underlying machine. The
virtual-machine software is concerned with multi-programming multiple virtual machines
onto a physical machine, but it does not need to consider any user-support software. This
arrangement can provide a useful way to divide the problem of designing a multi-user
interactive system, into two smaller pieces.

Advantages:

1. There are no protection problems because each virtual machine is completely isolated
from all other virtual machines.

2. Virtual machine can provide an instruction set architecture that differs from real
computers.

3. Easy maintenance, availability and convenient recovery.

Disadvantages:

1. When multiple virtual machines are simultaneously running on a host computer, one
virtual machine can be affected by other running virtual machines, depending on the
workload.

2. Virtual machines are not as efficient as a real one when accessing the hardware.

HISTORY

Both system virtual machines and process virtual machines date to the 1960s and
continue to be areas of active development.

System virtual machines grew out of time-sharing, as notably implemented in the Compatible
Time-Sharing  System (CTSS). Time-sharing allowed multiple wusers to use a
computer concurrently: each program appeared to have full access to the machine, but only one
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program was executed at the time, with the system switching between programs in time slices,
saving and restoring state each time. This evolved into virtual machines, notably via IBM's
research  systems: the M44/44X, which used partial virtualization, and the CP-
40 and SIMMON, which used full virtualization, and were early examples of hypervisors. The
first widely available virtual machine architecture was the CP-67/CMS (see History of
CP/CMS for details). An important distinction was between using multiple virtual machines
on one host system for time-sharing, as in M44/44X and CP-40, and using one virtual machine
on a host system for prototyping, as in SIMMON. Emulators, with hardware emulation of
earlier systems for compatibility, date back to the IBM System/360 in 1963, while the
software emulation (then-called "simulation") predates it.

Process virtual machines arose originally as abstract platforms for an intermediate
language used as the intermediate representation of a program by a compiler; early examples
date to around 1966. An early 1966 example was the O-code machine, a virtual machine that
executes O-code (object code) emitted by the front end of the BCPL compiler. This abstraction
allowed the compiler to be easily ported to a new architecture by implementing a new back
end that took the existing O-code and compiled it to machine code for the underlying physical
machine. The Euler language used a similar design, with the intermediate language
named P (portable).!® This was popularized around 1970 by Pascal, notably in the Pascal-
P system (1973) and Pascal-S compiler (1975), in which it was termed p-code and the resulting
machine as a p-code machine.

This has been influential, and virtual machines in this sense have been often generally
called p-code machines. In addition to being an intermediate language, Pascal p-code was also
executed directly by an interpreter implementing the virtual machine, notably in UCSD
Pascal (1978); this influenced later interpreters, notably the Java virtual machine (JVM).
Another early example was SNOBOL4 (1967), which was written in the SNOBOL
Implementation Language (SIL), an assembly language for a virtual machine, which was then
targeted to physical machines by transpiling to their native assembler via a macro
assembler.® Macros have since fallen out of favor, however, so this approach has been less
influential. Process virtual machines were a popular approach to implementing early
microcomputer software, including Tiny BASIC and adventure games, from one-off
implementations such as Pyramid 2000 to a general-purpose engine like Infocom's z-machine,
which Graham Nelson argues is "possibly the most portable virtual machine ever created".

Significant advances occurred in the implementation of Smalltalk-80, particularly the
Deutsch/Schiffmann implementation which pushed just-in-time (JIT) compilation forward as
an implementation approach that uses process virtual machine. Later notable Smalltalk VMs
were VisualWorks, the Squeak Virtual Machine, and Strongtalk. A related language that
produced a lot of virtual machine innovation was the Self programming language, which
pioneered adaptive optimization*”! and generational garbage collection. These techniques
proved commercially successful in 1999 in the HotSpot Java virtual machine.l*®) Other
innovations include having a register-based virtual machine, to better match the underlying
hardware, rather than a stack-based virtual machine, which is a closer match for the
programming language; in 1995, this was pioneered by the Dis virtual machine for
the Limbo language. OpenJ9 is an alternative for HotSpot JVM in OpenJDK and is an open
source eclipse project claiming better startup and less resource consumption compared to
HotSpot.
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FEATURES OF VIRTUAL MACHINES
The features of the virtual machines are as follows —

e Multiple OS systems use the same hardware and partition resources between virtual
computers.
e Separate Security and configuration identity.
o Ability to move the virtual computers between the physical host computers as
holistically integrated files.
The below diagram shows you the difference between the single OS with no VM and Multiple
OS with VM —

Single 0S: No VM Multiple OS with sharing resources on VM
VML vm2
S . G
Guest OS1 Guest 0S2

< Operating System )

Virtual Machine Monitor

C
< Hardware ) ( Hardiware

Naod Kot

BENEFITS

Let us see the major benefits of virtual machines for operating-system designers and users
which are as follows —

e The multiple Operating system environments exist simultaneously on the same
machine, which is isolated from each other.
« Virtual machine offers an instruction set architecture which differs from real computer.
« Using virtual machines, there is easy maintenance, application provisioning, availability
and convenient recovery.
Virtual Machine encourages the users to go beyond the limitations of hardware to achieve their
goals.

The operating system achieves virtualization with the help of a specialized software called a
hypervisor, which emulates the PC client or server CPU, memory, hard disk, network and
other hardware resources completely, enabling virtual machines to share resources.

The hypervisor can emulate multiple virtual hardware platforms that are isolated from each
other allowing virtual machines to run Linux and window server operating machines on the
same underlying physical host.
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This reference architecture uses a shared storage design that is based on vSAN. vCloud NFV
also supports certified third-party shared storage solutions, as listed in the VMware
Compatibility Guide.

VSAN is a software feature built in the ESXi hypervisor that allows locally attached storage to
be pooled and presented as a shared storage pool for all hosts in a vSphere cluster. This
simplifies the storage configuration with a single datastore per cluster for management and
VNF workloads. With vSAN, VM data is stored as objects and components. One object
consists of multiple components, which are distributed across the vSAN cluster based on the
policy that is assigned to the object. The policy for the object ensures a highly available storage
backend for the cluster workload, with no single point of failure.

VSAN is a fully integrated hyperconverged storage software. Creating a cluster of server hard
disk drives (HDDs) and solid-state drives (SSDs), vSAN presents a flash-optimized, highly
resilient, shared storage datastore to ESXi hosts and virtual machines. This allows for the
control of capacity, performance, and availability through storage policies, on a per VM basis.

Network Design
Thev Cloud NFV platform consists of infrastructure networks and VM networks.
Infrastructure networks are host level networks that connect hypervisors to physical networks.

Each ESXi host has multiple port groups configured for each infrastructure network.

The hosts in each Pod are configured with VMware vSphere® Distributed Switch™
(VDS) devices that provide consistent network configuration across multiple hosts. One
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vSphere Distributed Switch is used for VM networks and the other one maintains the
infrastructure networks. Also, the N-VDS switch is used as the transport for telco workload
traffic.

Virtual Network Design
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Infrastructure networks are used by the ESXi hypervisor for vMotion, VMware vSphere
Replication, vSAN traffic, and management and backup. The Virtual Machine networks are
used by VMs to communicate with each other. For each Pod, the separation between
infrastructure and VM networks ensures security and provides network resources where
needed. This separation is implemented by two vSphere Distributed Switches, one for
infrastructure networks and another one for VM networks. Each distributed switch has separate
uplink connectivity to the physical data center network, completely separating its traffic from
other network traffic. The uplinks are mapped to a pair of physical NICs on each ESXi host,
for optimal performance and resiliency.

VMs can be connected to each other over a VLAN or over Geneve-based overlay
tunnels. Both networks are designed according to the requirements of the workloads that are
hosted by a specific Pod. The infrastructure vSphere Distributed Switch and networks remain
the same regardless of the Pod function. However, the VM networks depend on the networks
that the specific Pod requires. The VM networks are created by NSX-T Data Center to provide
enhanced networking services and performance to the Pod workloads. The ESXi host's physical
NICs are used as uplinks to connect the distributed switches to the physical network switches.
All ESXi physical NICs connect to layer 2 or layer 3 managed switches on the physical
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network. It is common to use two switches for connecting to the host physical NICs for
redundancy purposes.

TYPES OF VIRTUAL MACHINES

Virtual Machine is like fake computer system operating on your hardware. It partially
uses the hardware of your system (like CPU, RAM, disk space, etc.) but its space is
completely separated from your main system. Two virtual machines don’t interrupt in
each other’s working and functioning nor they can access each other’s space which gives
an illusion that we are using totally different hardware system. More detail at Virtual
Machine.

Types of Virtual Machines : Virtual machines are classified into two types:

1. System Virtual Machine: These types of virtual machines gives us
complete system platform and gives the execution of the complete virtual
operating system. Just like virtual box, system virtual machine is providing an
environment for an OS to be installed completely. We can see in below image
that our hardware of Real Machine is being distributed between two simulated
operating systems by Virtual machine monitor. And then some programs,
processes are going on in that distributed hardware of simulated machines
separately.

System Virtual Machine

APP | | APP || APP || APP APP || APP || APP || APP
Operating System Operating System
simulated Machine simulated Machine

Virtual Machine Monitor (VMM)

Hardware -- "Real Machine"

2. Process Virtual Machine : While process virtual machines, unlike system virtual
machine, does not provide us with the facility to install the virtual operating system
completely. Rather it creates virtual environment of that OS while using some app or program
and this environment will be destroyed as soon as we exit from that app. Like in below image,
there are some apps running on main OS as well some virtual machines are created to run
other apps. This shows that as those programs required different OS, process virtual machine
provided them with that for the time being those programs are running. Example — Wine
software in Linux helps to run Windows applications.
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Process Virtual Machine
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Virtual Machine Language : It’s type of language which can be understood by different
operating systems. It is platform-independent. Just like to run any programming language (C,
python, or java) we need
Types of VMs — Type 0 Hypervisor
Old idea, under many names by HW manufacturers

e “partitions”,“domains”

= A HW feature mplemented by tinware

. OS need © nothing special, VMM is in finware
Smaller feature set than other types
= FEach guest has dedicated HW

= |/O achallenge as difficul to have enough devices, controlers to dedicate to each guest

= Sometimes VMM implements a control partition running daemons that other guests
communicate with for shared 1/0

= Can provide virtualization-within-virtualization(guest itself can be a VMM with guests

= Other types have difficulty in doing this.

A virtual machine (VM) is a virtual environment which functions as a virtual computer
system with its own CPU, memory, network interface, and storage, created on a physical
hardware system.

Types of VMs — Type 1 Hypervisor

Commonly found in company data centers

= Special purpose operating systems that run natively on HW
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e Rather than providing system call interface, creater unand manage guest OSes.
e Can run on Type0 hypervisors but not on other Typels
e Run in kernel mode
e Guests generally don’t know they are running ina VM
e Implement device drivers for host HW because no other component can
e Also provide other traditional OS services like CPU and memory management
uest| wuest| uest Guest uest
Guest 1 Guest 2 uest uest 4
CPUs CPUs PUs CPUs
me memory memory
Hypervisor (in fi re) /O

e Very little OS involvement in virtualization
e VMM is simply another process, run and managed by host
D Even the host doesn’t know they are a VMM running guests
D Tend to have poorer overall performance because can take advantage of some HW
features
D But also a benefit because require no changes to host OS

D Student could have Type2 hypervisor on native host, run
D Multiple guests, all on standard host OS such as Windows, Linux, MacOS

Solaris 10 with Two Zones

user programs
system programs

CPU resources
memory resources

global zone

user programs
system programs
network addresses

device access

CPU resources
memory resources

zone 1

user programs
system programs
network addresses

device access

CPU resources
memory resources

zone 2

virtual platform
device management

zone management

Solaris

network addresses

device =

device
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VIRTUALIZATION AND OPERATING-SYSTEM COMPONENTS
Now look at operating system aspects of virtualization

e CPU scheduling, memory management, 1/O, storage, and unique VM migration feature
How do VMM sschedule CPU use when guests believe they have dedicated CPUs?

D How can memory management work when many guests
Require large amounts of memory?
OS Component — CPU Scheduling
Even single-CPU systems act like multiprocessor ones when virtualized
e One or more virtual CPUs per guest
e Generally VMM has one or more physical CPUs and number of threads to run on
° t(?t(j;ns.ts configured with certain number of VCPUs

D Can be adjusted throughout life of VM

When enough CPUs for all guests->VMM can allocate dedicated CPUs, each guest much like
native operating system managing its CPUs

Usually not enough CPUs->CPU over commitment
VMM can use standard scheduling algorithms to put threads on CPUs
Some add fairness aspect

Cycle stealing by VMM and oversubscription of CPUs means guests don’t get CPU cycles
they expect.

D Consider timesharing scheduler in a guest trying to schedule 100ms time slices
-> each may take 100ms, 1 second, or longer

D Poor response times for users of guest

Time-of-day clocks incorrect

D Some VMMs provide application to run in each guest to fix time-of-day and
provide other integration features

OS Component — Memory Management
Also suffers from over subscription -> requires extra management efficiency from VMM

For example, VMware ESX guests have a configured amount of physical memory, then ESX
uses 3 methods of memory management

1. Double-paging, in which the guest page table indicates a page is in a physical frame but the
VMM moves some of those pages to backing store
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2. Install a pseudo-device driver in each guest (it looks like a device driver to the guest kernel
but really just adds kernel-mode code to the guest)

D Balloon memory manager communicates with VMM and is told to allocate or
deallocate memory to decrease or increase physical memory use of guest,
causing guest OS to free or have more memory available

4. Deduplication by VMM determining if same page loaded more than once, memory
mapping the same page into multiple guests

OS Component - 1/0

Easier for VMM s to integrate with guests because 1/0 has lots of variation

Already somewhat segregated / flexible via device drivers

VMM can provide new devices and device drivers

But overall 1/0 is complicated for VMMs
D Many short paths for I/O in standard OSes for improved performance
D Less hypervisor needs to do for 1/O for guests, the better

D Possibilities include direct device access, DMA pass-through, direct interrupt
delivery

o Again, HW support needed for these
Networking also complex as VMM and guests all need network access
o VMM can bridge guest to network (allowing direct access)
o And/ or provide network address translation (NAT)

o NAT address local to machine on which guest is running, VMM
provides address translation to guest to hide its address.

OS Component — Storage Management
e Both boot disk and general data access need be provided by VMM

e Need to support potentially dozens of guests per VMM (so standard disk partitioning
not sufficient)

e Type 1 — storage guest root disks and config information within file system provided
by VMM as a disk image

e Type 2 —store as files in file system provided by host OS

e Duplicate file -> create new guest

e Move file to another system -> move guest

e Physical-to-virtual (P-to-V) convert native disk blocks into VMM format

e Virtual-to-physical (V-to-P) convert from virtual format to native or disk format

VMM also needs to provide access to network attached storage (just networking) and other
disk images, disk partitions, disks, etc.
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OS Component — Live Migration

Taking advantage of VMM features leads to new functionality not found on general operating
systems such as live migration

Running guest can be moved between systems, without interrupting user access to the guest

or its apps

Very useful for resource management, maintenance downtime windows, etc

1. The source VMM establishes a connection with the target VMM

2. The target creates a new guest by creating a new VCPU, etc

3. The source sends all read-only guest memory pages to the target

4. The source sends all read-write pages to the target, marking them as clean

5. The source repeats step 4, as during that step some pages were probably modified by the

guest and are now dirty

6. When cycle of steps 4 and 5 becomes very short, source VMM freezes guest, sends VCPU’s
final state, sends other state details, sends final dirty pages, and tells target to start running the

guest

Once target acknowledges that guest running, source terminates guest.

Live Migration of Guest Between Servers

0 — Running
Guest Source

7 — Terminate
Guest Source

— 4 Send R/W Pages

1 Establish

\ 4

— 3 Send R/O Pages —_—

5 Send Dirty Pages (repeatedly)

Guest Target running

\ 4

VMM Target

BASIS FOR DEVELOPING THE OS

Create the illusion of having one or more objects to emulate the real object. It is closely related
to abstraction. In developing the OS, abstraction provides simplification by combining
multiple simple objects into a single complex object
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Virtualization provides diversification and replication by creating the illusion of objects with
desired characteristics.

The virtual infrastructure design comprises the design of the software components that form
the virtual infrastructure layer. This layer supports running telco workloads and workloads that
maintain the business continuity of services. The virtual infrastructure components include the
virtualization platform hypervisor, virtualization management, storage virtualization, network
virtualization, and backup and disaster recovery components.

This section outlines the building blocks for the virtual infrastructure, their components, and
the networking to tie all the components together.

MOBILE OPERATING SYSTEM

A mobile operating system is an operating system that helps to run other application software
on mobile devices. It is the same kind of software as the famous computer operating systems
like Linux and Windows, but now they are light and simple to some extent.

The operating systems found on smartphones include Symbian OS, iPhone OS, RIM's
BlackBerry, Windows Mobile, Palm WebOS, Android, and Maemo. Android, WebOS, and
Maemo are all derived from Linux. The iPhone OS originated from BSD and NeXTSTEP,
which are related to Unix.

It combines the beauty of computer and hand use devices. It typically contains a cellular built-
in modem and SIM tray for telephony and internet connections. If you buy a mobile, the
manufacturer company chooses the OS for that specific device.

Popular platforms of the Mobile OS

1. Android OS: The Android operating system is the most popular operating system today. It
is a mobile OS based on the Linux Kernel and open-source software. The android operating
system was developed by Google. The first Android device was launched in 2008.

2. Bada (Samsung Electronics): Bada is a Samsung mobile operating system that was
launched in 2010. The Samsung wave was the first mobile to use the bada operating system.
The bada operating system offers many mobile features, such as 3-D graphics, application
installation, and multipoint-touch.

3. BlackBerry OS: The BlackBerry operating system is a mobile operating system developed
by Research In Motion (RIM). This operating system was designed specifically for
BlackBerry handheld devices. This operating system is beneficial for the corporate users
because it provides synchronization with Microsoft Exchange, Novell GroupWise email, Lotus
Domino, and other business software when used with the BlackBerry Enterprise Server.

4. iPhone OS /10S: The iOS was developed by the Apple inc for the use on its device. The
I0S operating system is the most popular operating system today. It is a very secure operating
system. The iOS operating system is not available for any other mobiles.

5. Symbian OS: Symbian operating system is a mobile operating system that provides a high-
level of integration with communication. The Symbian operating system is based on the java
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language. It combines middleware of wireless communications and personal information
management (PIM) functionality. The Symbian operating system was developed by Symbian
Ltd in 1998 for the use of mobile phones. Nokia was the first company to release Symbian OS
on its mobile phone at that time.

6. Windows Mobile OS: The window mobile OS is a mobile operating system that was
developed by Microsoft. It was designed for the pocket PCs and smart mobiles.

7. Harmony OS: The harmony operating system is the latest mobile operating system that was
developed by Huawei for the use of its devices. It is designed primarily for 10T devices.

8. Palm OS: The palm operating system is a mobile operating system that was developed
by Palm Ltd for use on personal digital assistants (PADSs). It was introduced in 1996. Palm OS
is also known as the Garnet OS.

9. WebOS (Palm/HP): The WebOS is a mobile operating system that was developed by Palm.
It based on the Linux Kernel. The HP uses this operating system in its mobile and touchpads.

What is Apple iOS?

Apple i0S is a proprietary mobile operating system that runs on mobile devices such
as the iPhone and iPad. Apple iOS stands for iPhone operating system and is designed for use
with Apple's multitouch devices. The mobile OS supports input through direct manipulation
and responds to various user gestures, such as pinching, tapping and swiping. The iOS

developer kit provides tools that allow for iOS app development.

Apple i0OS market share

As of 2022, the Apple iOS market share was 18.8% worldwide, making it the second most

popular brand behind Samsung, according to IDC.

Apple iOS market share

As of 2019, the Apple iOS market share was 13.4% worldwide, making it the second most
popular mobile OS behind Google Android, according to IDC.

Apple iOS features

o Wi-Fi, Bluetooth and cellular connectivity, along with VPN support.

o Integrated search support, which enables simultaneous search through files, media,

applications and email.

o Gesture recognition supports -- for example, shaking the device to undo the most recent
action.
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Push email.
Safari mobile browser.
Integrated front- and rear-facing cameras with video capabilities.

Direct access to the Apple App Store and the iTunes catalog of music, podcasts, television
shows and movies available to rent or purchase. iOS is also designed to work with Apple
TV.

Compatibility with Apple's cloud service, iCloud.

Siri is Apple's virtual assistant that can set reminders, offer suggestions or interact with
certain third-party apps. Siri's voice has been modified recently to make it sound more
natural.

Cross-platform communications between Apple devices through AirDrop.

Support for Apple Watch, runs watchOS 9 but requires iPhone 8 or later running iOS 16 or
later.

Apple Pay, which stores users' credit card data and allows them to pay for goods and

services directly with an iOS device.

CarPlay allows users to interact with an iOS device while driving. CarPlay supports Siri
voice controls, and users can access apps through a connected vehicle's touchscreen.
CarPlay provides access to maps, phone, calendar, messaging, and music apps.

The HomePod feature allows Siri to identify family members by voice, giving everyone a
personalized experience. HomePod's handoff feature allows users to hand off music,
podcasts and phone calls so that they can listen on another device.

HomeKit allows iOS to be used as a tool for controlling home automation. HomeKit
accessories include routers, lights, security cameras and more. The Home app allows you

to control these devices from iOS.

What are the security and privacy features of Apple iOS?

i0S includes the following security features:

Apple ID support. Users can sign into websites and apps using their existing Apple ID.
Additionally, iOS supports signing in using Face ID or Touch ID, which use biometric

authentication methods. Apple I1Ds are protected with two-factor authentication.
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e Privacy and security. iOS supports fine-grained controls that prevent apps from gaining
location information or accepting AirDrop content from unknown senders. Apps can also
be blocked from using Wi-Fi or Bluetooth without users' permission. Additionally, i0OS
devices use a secure boot chain to ensure that only trusted (signed) code is executed during
the boot process. This allows i0S devices to verify the integrity of any code running on the

device.

e Secure Enclave Support. Secure Enclave is a hardware-based feature that stores
cryptographic keys in an isolated location to prevent those keys from being compromised.
Secure Enclave is not exclusive to i0S devices. It also works with Apple TV, Apple Watch,

Mac computers and other Apple products.
Apple iOS version history

Apple 10S was originally known as iPhone OS. The company released three versions of the
mobile OS under that name before i0S 4 debuted in June 2010. Apple released iOS 2 on July
11, 2008. It premiered alongside Apple's iPhone 3G. This operating system was followed on
June 17, 2009 by i0S 3. The fourth version of i0OS was released on June 21, 2010, along with
the iPhone 4.

On Oct. 12, 2011, Apple released iOS 5, which expanded the number of available applications
to over 500,000. This iOS version also added the Notification Center, a camera app, Siri and
more.Unveiled on June 11, 2012, iOS 6 included a Maps application and the Passbook ticket

storage and loyalty program application.

Released on Sept. 18, 2013, iOS 7 featured an entirely redesigned user interface. In September
2014, i0S 8 introduced Continuity, a cross-platform system that allows users of multiple Apple
devices to pick up on one where they left off from another. Other new features included the
Photos app and Apple Music.

ANDROID OPERATING SYSTEM

Android is a mobile operating system based on a modified version of the Linux kernel and
other open-source software, designed primarily for touchscreen mobile devices such as
smartphones and tablets. Android is developed by a partnership of developers known as the
Open Handset Alliance and commercially sponsored by Google. It was disclosed in November
2007, with the first commercial Android device, the HTC Dream, launched in September 2008.

It is free and open-source software. Its source code is Android Open Source Project (AOSP),
primarily licensed under the Apache License. However, most Android devices dispatch with

Downloaded from EnggTree.com



EnggTree.com

additional proprietary software pre-installed, mainly Google Mobile Services (GMS),
including core apps such as Google Chrome, the digital distribution platform Google Play and
the associated Google Play Services development platform.

o About 70% of Android Smartphone runs Google's ecosystem, some with vendor-
customized user interface and some with software suite, such as TouchWizand
later One Ul by Samsung, and HTC Sense.

o Competing Android ecosystems and forksinclude Fire OS (developed by Amazon) or
LineageOS. However, the "Android" name and logo are trademarks of Google which
impose standards to restrict "uncertified" devices outside their ecosystem to use android
branding.

Features of Android Operating System

Below are the following unique features and characteristics of the android operating
system, such as:

Features of Android OS
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1. Near Field Communication (NFC)

Most Android devices support NFC, which allows electronic devices to interact across short
distances easily. The main goal here is to create a payment option that is simpler than carrying
cash or credit cards, and while the market hasn't exploded as many experts had predicted, there
may be an alternative in the works, in the form of Bluetooth Low Energy (BLE).

2. Infrared Transmission

The Android operating system supports a built-in infrared transmitter that allows you to use
your phone or tablet as a remote control.

3. Automation
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The Tasker app allows control of app permissions and also automates them.
4. Wireless App Downloads

You can download apps on your PC by using the Android Market or third-party options
like AppBrain. Then it automatically syncs them to your Droid, and no plugging is required.

5. Storage and Battery Swap

Android phones also have unique hardware capabilities. Google's OS makes it possible to
upgrade, replace, and remove your battery that no longer holds a charge. In addition, Android
phones come with SD card slots for expandable storage.

6. Custom Home Screens

While it's possible to hack certain phones to customize the home screen, Android comes with
this capability from the get-go. Download a third-party launcher like Apex, Nova, and you can
add gestures, new shortcuts, or even performance enhancements for older-model devices.

7. Widgets

Apps are versatile, but sometimes you want information at a glance instead of having to open
an app and wait for it to load. Android widgets let you display just about any feature you choose
on the home screen, including weather apps, music widgets, or productivity tools that helpfully
remind you of upcoming meetings or approaching deadlines.

8. Custom ROMs

Because the Android operating system is open-source, developers can twist the current OS and
build their versions, which users can download and install in place of the stock OS. Some are
filled with features, while others change the look and feel of a device. Chances are, if there's a
feature you want, someone has already built a custom ROM for it.

Architecture of Android OS

The android architecture contains a different number of components to support any android
device needs. Android software contains an open-source Linux Kernel with many C/C++
libraries exposed through application framework services.

Among all the components, Linux Kernel provides the main operating system functions to
Smartphone and Dalvik Virtual Machine (DVM) to provide a platform for running an android
application. An android operating system is a stack of software components roughly divided
into five sections and four main layers, as shown in the below architecture diagram.

o Applications
o Application Framework
o Android Runtime

o Platform Libraries
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o Linux Kernel
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1. Applications

An application is the top layer of the android architecture. The pre-installed applications like
camera, gallery, home, contacts, etc., and third-party applications downloaded from the play
store like games, chat applications, etc., will be installed on this layer.

It runs within the Android run time with the help of the classes and services provided by the
application framework.

2. Application framework

Application Framework provides several important classes used to create an Android
application. It provides a generic abstraction for hardware access and helps in managing the
user interface with application resources. Generally, it provides the services with the help of
which we can create a particular class and make that class helpful for the Applications creation.

It includes different types of services, such as activity manager, notification manager, view
system, package manager etc., which are helpful for the development of our application
according to the prerequisite.

The Application Framework layer provides many higher-level services to applications in the

form of Java classes. Application developers are allowed to make use of these services in their
applications. The Android framework includes the following key services:

o Activity Manager: Controls all aspects of the application lifecycle and activity stack.
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o Content Providers: Allows applications to publish and share data with other
applications.

o Resource Manager: Provides access to non-code embedded resources such as strings,
colour settings and user interface layouts.

o Notifications Manager: Allows applications to display alerts and notifications to the
user.

o View System: An extensible set of views used to create application user interfaces.
3. Application runtime

Android Runtime environment contains components like core libraries and the Dalvik virtual
machine (DVM). It provides the base for the application framework and powers our application
with the help of the core libraries.

Like Java Virtual Machine (JVM), Dalvik Virtual Machine (DVM) is a register-based virtual
machine designed and optimized for Android to ensure that a device can run multiple instances
efficiently.

It depends on the layer Linux kernel for threading and low-level memory management. The
core libraries enable us to implement android applications using the
standard JAVA or Kotlin programming languages.

4. Platform libraries

The Platform Libraries include various C/C++ core libraries and Java-based libraries such as
Media, Graphics, Surface Manager, OpenGL, etc., to support Android development.

o app: Provides access to the application model and is the cornerstone of all Android
applications.

o content: Facilitates content access, publishing and messaging between applications and
application components.

o database: Used to access data published by content providers and includes SQL.ite
database, management classes.

o OpenGL.: A Java interface to the OpenGL ES 3D graphics rendering API.

o 0s: Provides applications with access to standard operating system services, including
messages, system services and inter-process communication.

o text: Used to render and manipulate text on a device display.
o view: The fundamental building blocks of application user interfaces.

o widget: Arich collection of pre-built user interface components such as buttons, labels,
list views, layout managers, radio buttons etc.
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o WebKit: A set of classes intended to allow web-browsing capabilities to be built into
applications.

o media: Media library provides support to play and record an audio and video format.
o surface manager: It is responsible for managing access to the display subsystem.
o SQLite: It provides database support, and FreeType provides font support.

o SSL.: Secure Sockets Layer is a security technology to establish an encrypted link
between a web server and a web browser.

5. Linux Kernel

Linux Kernel is the heart of the android architecture. It manages all the available drivers such
as display, camera, Bluetooth, audio, memory, etc., required during the runtime.

The Linux Kernel will provide an abstraction layer between the device hardware and the other
android architecture components. It is responsible for the management of memory, power,
devices etc. The features of the Linux kernel are:

o Security: The Linux kernel handles the security between the application and the
system.

o Memory Management: It efficiently handles memory management, thereby providing
the freedom to develop our apps.

o Process Management: It manages the process well, allocates resources to processes
whenever they need them.

o Network Stack: It effectively handles network communication.

o Driver Model: It ensures that the application works properly on the device and
hardware manufacturers responsible for building their drivers into the Linux build.

Android Applications

Android applications are usually developed in the Java language using the Android Software
Development Kit. Once developed, Android applications can be packaged easily and sold out
either through a store such as Google Play, SlideME, Opera Mobile Store, Mobango, F-
droid or the Amazon Appstore.

Android powers hundreds of millions of mobile devices in more than 190 countries around the

world. It's the largest installed base of any mobile platform and growing fast. Every day more
than 1 million new Android devices are activated worldwide.
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Android Emulator

The Emulator is a new application in the Android operating system. The Emulator is a new
prototype used to develop and test android applications without using any physical device.

The android emulator has all of the hardware and software features like mobile devices except
phone calls. It provides a variety of navigation and control keys. It also provides a screen to
display your application. The emulators utilize the android virtual device configurations. Once
your application is running on it, it can use services of the android platform to help other
applications, access the network, play audio, video, store, and retrieve the data.

Advantages of Android Operating System

We considered every one of the elements on which Android is better as thought about than
different platforms. Below are some important advantages of Android OS, such as:

o Android Google Developer: The greatest favourable position of Android is Google.
Google claims an android operating system. Google is a standout amongst the most
trusted and rumoured item on the web. The name Google gives trust to the clients to
purchase Android gadgets.

o Android Users: Android is the most utilized versatile operating system. More than a
billion individuals clients utilize it. Android is likewise the quickest developing
operating system in the world. Various clients increment the number of applications
and programming under the name of Android.

o Android Multitasking: The vast majority of us admire this component of Android.
Clients can do heaps of undertakings on the double. Clients can open a few applications
on the double and oversee them very. Android has incredible Ul, which makes it simple
for clients to do multitasking.
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Google Play Store App: The best part of Android is the accessibility of many
applications. Google Play store is accounted for as the world's largest mobile store. It
has practically everything from motion pictures to amusements and significantly more.
These things can be effortlessly downloaded and gotten to through an Android phone.

Android Notification and Easy Access: Without much of a stretch, one can access
their notice of any SMS, messages, or approaches their home screen or the notice board
of the android phone. The client can view all the notifications on the top bar. Its Ul
makes it simple for the client to view more than 5 Android notices immediately.

Android Widget: Android operating system has a lot of widgets. This gadget improves
the client encounter much and helps in doing multitasking. You can include any gadget
relying on the component you need on your home screen. You can see warnings,
messages, and a great deal more use without opening applications.

Disadvantages of Android Operating System

We know that the Android operating system has a considerable measure of interest for users
nowadays. But at the same time, it most likely has a few weaknesses. Below are the following
disadvantages of the android operating system, such as:

o

Android Advertisement pop-ups: Applications are openly accessible in the Google
play store. Yet, these applications begin demonstrating tons of advertisements on the
notification bar and over the application. This promotion is extremely difficult and
makes a massive issue in dealing with your Android phone.

Android require Gmail ID: You can't get to an Android gadget without your email ID
or password. Google ID is exceptionally valuable in opening Android phone bolts as
well.

Android Battery Drain: Android handset is considered a standout amongst the most
battery devouring operating systems. In the android operating system, many processes
are running out of sight, which brings about the draining of the battery. It is difficult to
stop these applications as the lion's share of them is system applications.

Android Malware/Virus/Security: Android gadget is not viewed as protected when
contrasted with different applications. Hackers continue attempting to take your data.
It is anything but difficult to target any Android phone, and each day millions of
attempts are done on Android phones.
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